
Lecture7118
·E · anal : ESNE
· Kernel PCA o Hw5 dano .

-NearestNeighbor : For each point 2eFest

-defineneighbourhood N set of closest potih+z]
credict label/class/target by estimating

· X 1 -I
z fromNZ

predict class Yz that isclassification : IC-· most present in NE Yz=
deliz

frequent
*

Xp
*3

quantity/regression : predict AGEN
ex y = house price -> predz= AUG dyi]

XiENz



not really training , just pred Ye= estimate from closest
neighbors to Z .

larity across datapoints·eed dist/simin
Kij = sim (xi < Xj)(krnel)

appropriate for data Kiz = sim (xi , z) . -

-

and for task

ex Xi= patients=>> Kij = similarity of patrants n
. r

.

+

diabetes .

Y = diabetes
-

Xi = images => kj = similanty ofagedest)
Iprod - price pay

Xi = email => kj = similarity of
emails want .

#= span/ not spam

= movies
=> kij = siclarity

of movies wint

y
= rating user satisfaction



kew3 variants

· k= fixed ; exe=5 . Nz always
has 5 training points .

-rank all training points Nz= 4 clasest 5 to z] .

by Kzi similarity .

&
-

-select top k Nz .

some z don't have

disadvantage : 5 close neighbors Clow()~density)- rampe

· range-findK variable

Nz= Xi I kizy
&

training dist(i) < r Itdisadvantage : some fewt neighbors
& &
-

in range
&

&

d

&

some : many neighbors in range



· usell training points weighted by similarity Kizsim(xinz)

assionpredict (2) = E , Dz·- labes/targets .

reg i
class,

E ↳ "eights

icatorcre (2 ,Ye)=izt]
filter

Nz = all training set , but weighted
-

Kiz = high => Nikz = Yi
counts a lot

Kiz = low => Xi not similar => X : doesnt not to

to z



#errelPCA

· rewnte PCAwal =
dual for dual variables .

wathpCAX E. S
I K

·

eigen verters (ran)
sorted by des. eigen ral.

wood can use any valid Kernel (not just
linear XXT)

K - llxi-E1P/252
et K= gaussian-e

· compute p for that
krul.

computer Beigenvec(k)



Intuition He want eigen westers XFinalvar) dual
.

duil (skip) : show that e= XTp possible for every e

clate/find p ?: e eizen rector ofZieCAR

Keration : [ie = De EX estimation
corar

Six=Spe LeeXTBIsmant

=
W

K K

·N = NEX
left

scalar => Beigenvecti(k)KopN N) = corresp eigenial .


