
Lecture6
Eter4· nexti "random Forrests"

-> boosting/ensemble
-> Multilabel data , in particular

Ecoc

- Feature selection
-Activelearning .

-Feature aggregation/PCA ht(x) = score produced
-Features from similarity/TSNE by the weak learner.
- HW4 Cust probab , not class

·Chapter5: SVM + Kernels
prediction)

·Chapter 6 : advanced NN
- CNN - RecNN Vs Transformers



Boosting (weak learner) = additive ensemble weather
datapoint he #acces
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intution ca 1992 : F(X) cannot be much better than th(X)
VERY WRONG weak learness
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all . et /mistically 1996) : ADABOOST

8 => look atcurrent wharmer ht(x)

distributions
-> reweight data De(i) =

with error weighted by Dul) = importance of datapoint XinetN round.

etH=hy]Da trun ht() = weak learner



take weightat add hel to
F(x) = F(x) + hm()

F(x)= he(x) + h(x) --H

key : After t = 1: T rounds of Adaboost
correct

weight DrH(X) # rounds where X mistake : ht(x)
=Y

t ↑or X
T

holx) + Y -H : he) Fy

·smallf
wep) ·d-y]) incorrect

DTH(X) = large => next classifier h ()ht(X) =Y focus on datpointX

· DrH(x) = large - most class hey



Oh proper waihts , h() trump etc (see Adaboost details)
training can first in one of these I ways .

N

· either train -error O -> O

F(f) ensemble (Fi]

· or stuck : Drill dist of point importance
for next

round is sit the best he () classfer Is random

CH=Chyj(
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as long as hit (x) makes some progress (better
than 0 .5)

Franhimp error (F(x) has to go
to zero.



Gradient
Endway F(x) = fu(x) +hy() + - - Ah+ (x)

Boosting .

musch better want F(x) =Y (regression model
-

next
weak "house prices
learner
hit (x) = Fnew (x) - Furment(*)

error z(() -y)= ((x)
diffE = F(x) -y = zz
W .
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+ F(x)
simple
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Grad descent mode for F(x) as

variable ?? ↳

Fnew (x) = F(x)
- 1.= F(x) + y -F()

final? Want Fnew () = Y (wroup thinkmp)
GD update ! Fnew (x) = F(x)+

h+H(x)
F Y-F(x)



want the next wear learner

him() y - f(x)

#we·If UTH (x) = Y-F(x)~fo residual label .

next

W . lear : Fnew(x) = F(x) + tut(X) Felly (good)
Y
-F(x)

· practice :train hitill to match hit)=
weal learner new label

⑧ "dec Stump I -reg updating Label after every
/ round -f(x)

I
↳ Ynew =Yoris

-does not require weights
like

Adabost
,
modt train procedure

Train htt (X) : DecreeAlp(X , Y -F())



classification yeht/ y Ehrob categories
T

F(x = [h+ (X)
Score t

p(x) =p(+x)=-E

= 1 - p(x)
p() = p(y=o(x) = filter Y* which probab
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loplikalihood = lop) pit ⑭(1- p(x)
want MAX


