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𝜆𝑥. 𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑𝐹𝑜𝑟 𝐶ℎ𝑟𝑖𝑠𝑡𝑜𝑝ℎ𝑒𝑟𝑁𝑜𝑙𝑎𝑛, 𝑥 Λ 𝑇𝑦𝑝𝑒(𝑥, 𝐴𝑐𝑎𝑑𝑒𝑚𝑦𝐴𝑤𝑎𝑟𝑑)

𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑𝐹𝑜𝑟. 𝐶ℎ𝑟𝑖𝑠𝑡𝑜𝑝ℎ𝑒𝑟𝑁𝑜𝑙𝑎𝑛 ⊓ 𝑡𝑦𝑝𝑒. 𝐴𝑐𝑎𝑑𝑒𝑚𝑦𝐴𝑤𝑎𝑟𝑑
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§ To perfectly solve QA 
§ Involves world-knowledge
§ Linguistics: co-ref, pragmatics, high-level reasoning tasks such as natural language inference
§ Common sense reasoning 

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 2



§ Simple questions that are hard for the machine

§ Need Pragmatics

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial

Passage: Anita was stung by a bee and left the garden.

Question: Why did Anita leave the garden ?

A) Because she was in pain
B) Because it was time for a TV show she didn’t want to miss
C) Because its common practice to leave the garden after being stung by a bee
D) Because the bee needed some peace

3
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§ In its full glory, it is indeed hard

§ But there has been a lot of progress 
§ Knowledge-driven Question Answering
§ Reading comprehension

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial

The AI in this sci-fi movie owed its intelligence to a massive cache of
search engine data.

This movie has the plot adapted from this famous play..and has 3 of its
main characters named after all biblical characters

— Eve, Nathan and Caleb
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Search 
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Search 

7

Problems in NLP, Dialog and Search can be formulated as QA



§ We focus on where progress has been made

§ What tasks are out there
§ Reading comprehension, Open-domain QA, Conversational QA

§ What models are usually used to solve them
§ Neural, neural, neural

§ Challenges and design decision

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 8



§ Approaches pre 2016

§ Other related QA tasks 
§ MCQ
§ Visual QA
§ Complex QA requiring selection, aggregation …

§ Model details

We will miss many QA approaches and many QA tasks….

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 9
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60‘s – 90‘s

TREC QA track

1999

MCTest

2013

NLP interfaces to databases
§ Precursors to the modern open-

domain QA
§ Mostly structured knowledge and 

limited domain

Story Comprehension
§ Precursors to Modern RC tasks
§ Shank et al. (1977) – Yale AI Project
§ Hirschman (1999) 

BASEBALL Simmons et al.

Murax et al.

LUNAR

Shank et al Hirschmann
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§ Goal
§ Encourage research in information retrieval based on large-scale collections 

§ Types of Questions:

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial

Fact-based, short answers
• How many feet in a mile ?
• Name a food high in zinc.
• When was the first stamp issued ?

Definition questions
• Who was Galileo ?
• What is an atom ?
• What is lymphosarcoma ?

Reformulation questions
• What attracts tourists in Reims ?
• What are tourist attractions in 

Reims ?

11



§ Started with CNN/Daily Mail and popularized with SQUAD

§ Benchmarks ranging from 
§ Simple to complex questions
§ Realistic to synthetically generated questions
§ Crowdsourced to extractive answers

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial

MCTest
(2600 Questions)

Children Book Test
SQuAD

ProcessBank
(500 questions) WikiReading

LAMBADA

Who Did What ?

NewsQA

MsMarco

CNN/Daily Mail

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

Datasets and Models for QA/RC

14/79

QUAC

HotpotQA
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Stanford Question Answering Dataset (SQuAD)

“SQuAD: 100,000+ questions for machine comprehension of text”, Rajpurkar et al., 2016.

https://arxiv.org/pdf/1606.05250.pdf

25/79

§ Extractive answers, span extraction

§ > 100k examples

§ Deep learning wave

13



26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial

Stanford Question Answering Dataset (SQuAD)

“SQuAD: 100,000+ questions for machine comprehension of text”, Rajpurkar et al., 2016.

https://arxiv.org/pdf/1606.05250.pdf

25/79

Version 1
• All answers in the context
• Evaluation – Exact Match
• Evaluation – F1 

• Partial match assuming BoW

Version 2
• Open world assumption
• 1/3 training instances have no answer
• ½ dev/test instances have no answer

Question: Which team won Quiz Bowl 50 ?

14
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2. Tasks

Machine reading comprehension (MRC) is a basic task of textual question answering (QA),
in which each question is given related context from which to infer the answer. The objective of MRC is
to extract the correct answer from the given context or even generate a more complex answer based on
the context. MRC holds the promise of bridging the gap of understanding natural language between
humans and machines. The formal definition of MRC is as shown in Table 1:

Table 1. Definition of machine reading comprehension.

Machine Reading Comprehension

Given the context C and question Q, machine reading comprehension tasks ask the model to give the correct
answer A to the question Q by learning the function F such that A = F (C, Q).

In this section, following Chen [9], we categorize MRC into four tasks, mainly based on the answer
form: cloze tests, multiple choice, span extraction and free answering. For better understanding, some
examples of representative datasets are presented in Table 2. In the following part, we give a description
of each task with a formal definition and compare them from different dimensions.

Table 2. A few examples of MRC datasets

Cloze Tests

CNN & Daily Mail [5]
Context:

the ent381 producer allegedly struck by ent212 will not press charges
against the “ent153” host, his lawyer said Friday. ent212, who hosted
one of the most-watched television shows in the world, was dropped
by the ent381 Wednesday after an internal investigation by the ent180
broadcaster found he had subjected producer ent193 “to an unprovoked
physical and verbal attack.”

Question: producer X will not press charges against ent212, his lawyer says.

Answer: ent193
Multiple Choice

RACE [10]

Context:
If you have a cold or flu, you must always deal with used tissues
carefully. Do not leave dirty tissues on your desk or on the floor.
Someone else must pick these up and viruses could be passed on.

Question: Dealing with used tissues properly is important because _____.

Options:

A. it helps keep your classroom tidy
B. people hate picking up dirty tissues
C. it prevents the spread of colds and flu
D. picking up lots of tissues is hard work

Answer: C
Span Extraction

SQuAD [6]
Context:

Computational complexity theory is a branch of the theory of computa-
tion in theoretical computer science that focuses on classifying compu-
tational problems according to their inherent difficulty, and relating
those classes to each other. A computational problem is understood to
be a task that is in principle amenable to being solved by a computer,
which is equivalent to stating that the problem may be solved by
mechanical application of mathematical steps, such as an algorithm.

Question: By what main attribute are computational problems classified using
computational complexity theory?

Answer: inherent difficulty
Free Answering

MS MARCO [7]

Context 1:
Rachel Carson’s essay on The Obligation to Endure, is a very convincing
argument about the harmful uses of chemical, pesticides, herbicides and
fertilizers on the environment.

· · · · · ·

Context 5:
Carson believes that as man tries to eliminate unwanted insects and
weeds; however he is actually causing more problems by polluting the
environment with, for example, DDT and harming living things

.

· · · · · ·

Context 10:
Carson subtly defers her writing in just the right writing for it to not be
subject to an induction run rampant style which grabs the readers interest
without biasing the whole article.

Question: Why did Rachel Carson write an obligation to endure?

Answer:
Rachel Carson writes The Obligation to Endure because believes that as
man tries to eliminate unwanted insects and weeds; however he is actu
-ally causing more problems by polluting the environment.

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial

CNN/Daily Mail
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2. Tasks

Machine reading comprehension (MRC) is a basic task of textual question answering (QA),
in which each question is given related context from which to infer the answer. The objective of MRC is
to extract the correct answer from the given context or even generate a more complex answer based on
the context. MRC holds the promise of bridging the gap of understanding natural language between
humans and machines. The formal definition of MRC is as shown in Table 1:

Table 1. Definition of machine reading comprehension.

Machine Reading Comprehension

Given the context C and question Q, machine reading comprehension tasks ask the model to give the correct
answer A to the question Q by learning the function F such that A = F (C, Q).

In this section, following Chen [9], we categorize MRC into four tasks, mainly based on the answer
form: cloze tests, multiple choice, span extraction and free answering. For better understanding, some
examples of representative datasets are presented in Table 2. In the following part, we give a description
of each task with a formal definition and compare them from different dimensions.

Table 2. A few examples of MRC datasets

Cloze Tests

CNN & Daily Mail [5]
Context:

the ent381 producer allegedly struck by ent212 will not press charges
against the “ent153” host, his lawyer said Friday. ent212, who hosted
one of the most-watched television shows in the world, was dropped
by the ent381 Wednesday after an internal investigation by the ent180
broadcaster found he had subjected producer ent193 “to an unprovoked
physical and verbal attack.”

Question: producer X will not press charges against ent212, his lawyer says.

Answer: ent193
Multiple Choice

RACE [10]

Context:
If you have a cold or flu, you must always deal with used tissues
carefully. Do not leave dirty tissues on your desk or on the floor.
Someone else must pick these up and viruses could be passed on.

Question: Dealing with used tissues properly is important because _____.

Options:

A. it helps keep your classroom tidy
B. people hate picking up dirty tissues
C. it prevents the spread of colds and flu
D. picking up lots of tissues is hard work

Answer: C
Span Extraction

SQuAD [6]
Context:

Computational complexity theory is a branch of the theory of computa-
tion in theoretical computer science that focuses on classifying compu-
tational problems according to their inherent difficulty, and relating
those classes to each other. A computational problem is understood to
be a task that is in principle amenable to being solved by a computer,
which is equivalent to stating that the problem may be solved by
mechanical application of mathematical steps, such as an algorithm.

Question: By what main attribute are computational problems classified using
computational complexity theory?

Answer: inherent difficulty
Free Answering

MS MARCO [7]

Context 1:
Rachel Carson’s essay on The Obligation to Endure, is a very convincing
argument about the harmful uses of chemical, pesticides, herbicides and
fertilizers on the environment.

· · · · · ·

Context 5:
Carson believes that as man tries to eliminate unwanted insects and
weeds; however he is actually causing more problems by polluting the
environment with, for example, DDT and harming living things

.

· · · · · ·

Context 10:
Carson subtly defers her writing in just the right writing for it to not be
subject to an induction run rampant style which grabs the readers interest
without biasing the whole article.

Question: Why did Rachel Carson write an obligation to endure?

Answer:
Rachel Carson writes The Obligation to Endure because believes that as
man tries to eliminate unwanted insects and weeds; however he is actu
-ally causing more problems by polluting the environment.
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2. Tasks

Machine reading comprehension (MRC) is a basic task of textual question answering (QA),
in which each question is given related context from which to infer the answer. The objective of MRC is
to extract the correct answer from the given context or even generate a more complex answer based on
the context. MRC holds the promise of bridging the gap of understanding natural language between
humans and machines. The formal definition of MRC is as shown in Table 1:

Table 1. Definition of machine reading comprehension.

Machine Reading Comprehension

Given the context C and question Q, machine reading comprehension tasks ask the model to give the correct
answer A to the question Q by learning the function F such that A = F (C, Q).

In this section, following Chen [9], we categorize MRC into four tasks, mainly based on the answer
form: cloze tests, multiple choice, span extraction and free answering. For better understanding, some
examples of representative datasets are presented in Table 2. In the following part, we give a description
of each task with a formal definition and compare them from different dimensions.

Table 2. A few examples of MRC datasets

Cloze Tests

CNN & Daily Mail [5]
Context:

the ent381 producer allegedly struck by ent212 will not press charges
against the “ent153” host, his lawyer said Friday. ent212, who hosted
one of the most-watched television shows in the world, was dropped
by the ent381 Wednesday after an internal investigation by the ent180
broadcaster found he had subjected producer ent193 “to an unprovoked
physical and verbal attack.”

Question: producer X will not press charges against ent212, his lawyer says.

Answer: ent193
Multiple Choice

RACE [10]

Context:
If you have a cold or flu, you must always deal with used tissues
carefully. Do not leave dirty tissues on your desk or on the floor.
Someone else must pick these up and viruses could be passed on.

Question: Dealing with used tissues properly is important because _____.

Options:

A. it helps keep your classroom tidy
B. people hate picking up dirty tissues
C. it prevents the spread of colds and flu
D. picking up lots of tissues is hard work

Answer: C
Span Extraction

SQuAD [6]
Context:

Computational complexity theory is a branch of the theory of computa-
tion in theoretical computer science that focuses on classifying compu-
tational problems according to their inherent difficulty, and relating
those classes to each other. A computational problem is understood to
be a task that is in principle amenable to being solved by a computer,
which is equivalent to stating that the problem may be solved by
mechanical application of mathematical steps, such as an algorithm.

Question: By what main attribute are computational problems classified using
computational complexity theory?

Answer: inherent difficulty
Free Answering

MS MARCO [7]

Context 1:
Rachel Carson’s essay on The Obligation to Endure, is a very convincing
argument about the harmful uses of chemical, pesticides, herbicides and
fertilizers on the environment.

· · · · · ·

Context 5:
Carson believes that as man tries to eliminate unwanted insects and
weeds; however he is actually causing more problems by polluting the
environment with, for example, DDT and harming living things

.

· · · · · ·

Context 10:
Carson subtly defers her writing in just the right writing for it to not be
subject to an induction run rampant style which grabs the readers interest
without biasing the whole article.

Question: Why did Rachel Carson write an obligation to endure?

Answer:
Rachel Carson writes The Obligation to Endure because believes that as
man tries to eliminate unwanted insects and weeds; however he is actu
-ally causing more problems by polluting the environment.

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 17



Appl. Sci. 2019, 9, 3698 4 of 45

2. Tasks

Machine reading comprehension (MRC) is a basic task of textual question answering (QA),
in which each question is given related context from which to infer the answer. The objective of MRC is
to extract the correct answer from the given context or even generate a more complex answer based on
the context. MRC holds the promise of bridging the gap of understanding natural language between
humans and machines. The formal definition of MRC is as shown in Table 1:

Table 1. Definition of machine reading comprehension.

Machine Reading Comprehension

Given the context C and question Q, machine reading comprehension tasks ask the model to give the correct
answer A to the question Q by learning the function F such that A = F (C, Q).

In this section, following Chen [9], we categorize MRC into four tasks, mainly based on the answer
form: cloze tests, multiple choice, span extraction and free answering. For better understanding, some
examples of representative datasets are presented in Table 2. In the following part, we give a description
of each task with a formal definition and compare them from different dimensions.

Table 2. A few examples of MRC datasets

Cloze Tests

CNN & Daily Mail [5]
Context:

the ent381 producer allegedly struck by ent212 will not press charges
against the “ent153” host, his lawyer said Friday. ent212, who hosted
one of the most-watched television shows in the world, was dropped
by the ent381 Wednesday after an internal investigation by the ent180
broadcaster found he had subjected producer ent193 “to an unprovoked
physical and verbal attack.”

Question: producer X will not press charges against ent212, his lawyer says.

Answer: ent193
Multiple Choice

RACE [10]

Context:
If you have a cold or flu, you must always deal with used tissues
carefully. Do not leave dirty tissues on your desk or on the floor.
Someone else must pick these up and viruses could be passed on.

Question: Dealing with used tissues properly is important because _____.

Options:

A. it helps keep your classroom tidy
B. people hate picking up dirty tissues
C. it prevents the spread of colds and flu
D. picking up lots of tissues is hard work

Answer: C
Span Extraction

SQuAD [6]
Context:

Computational complexity theory is a branch of the theory of computa-
tion in theoretical computer science that focuses on classifying compu-
tational problems according to their inherent difficulty, and relating
those classes to each other. A computational problem is understood to
be a task that is in principle amenable to being solved by a computer,
which is equivalent to stating that the problem may be solved by
mechanical application of mathematical steps, such as an algorithm.

Question: By what main attribute are computational problems classified using
computational complexity theory?

Answer: inherent difficulty
Free Answering

MS MARCO [7]

Context 1:
Rachel Carson’s essay on The Obligation to Endure, is a very convincing
argument about the harmful uses of chemical, pesticides, herbicides and
fertilizers on the environment.

· · · · · ·

Context 5:
Carson believes that as man tries to eliminate unwanted insects and
weeds; however he is actually causing more problems by polluting the
environment with, for example, DDT and harming living things

.

· · · · · ·

Context 10:
Carson subtly defers her writing in just the right writing for it to not be
subject to an induction run rampant style which grabs the readers interest
without biasing the whole article.

Question: Why did Rachel Carson write an obligation to endure?

Answer:
Rachel Carson writes The Obligation to Endure because believes that as
man tries to eliminate unwanted insects and weeds; however he is actu
-ally causing more problems by polluting the environment.
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§ Background: History, Tasks

§ Machine Comprehension: Neural models, attention

§ Open Domain QA: QA over a text corpus

§ Feedback and Interpretability

§ Conversational QA: Implicit context in multi-turn setup

§ Take-home: Summary and insights
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Representative methods 
from each task 

Families of algorithms to 
build up repertoire for text

Focus on methods (and not 
evaluation) 

Design decisions and 
challenges
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or a 

Passage
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question answer
• Extractive phrase
• Sentence 

What is the capital 
of Australia ?

As the seat of the government of Australia,
Canberra is home to many important
institutions of the federal government, national
monuments and museums. Canberra is also
the capital of the country.

Canberra is also the capital of the country.

Canberra
context
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• Words, characters, sub-
words embeddings

• Contextual Embeddings
• Other features –

Matching, Alignment, 
Language structure

• Sequential representation
• Contextual representation
• Attentive reading

• Attentive reading
• Attention flows
• Multiple input passes 

inputs
• Re-representation of 

question and passages

• Token prediction
• Span prediction
• Free-form 

generation
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• One Hot

• Word Embeddings

• Sub-word, Character Embeddings

Conventional
• Bi-LSTM

• BERT

• ELMO

Contextual
• POS 

• Named Entity

• Query Category

Linguistic
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• CNN. for doc rep.

• Cross-attention

• …

CNN

• GPT2

• BERT

• XLNET

Transformers
• LSTM

• Bi-LSTM

• Bi-GRU

RNN
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• Uni directional

• Bi-directional

• Cross-attention

Attention

• Single Hop Interaction

• Multi hop Interaction

Interaction 
Type
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• Choosing one answer 

among many (MC)

MCQ

• Word-level 

prediction (BC)

Cloze

• Predict begin and end 

of sequence

Span Pred.

• Generative 

models

Free Text

31



§ Attention is used to represent tokens, question and passages
§ How do we re-represent otherwise independent token representations ?
§ How do we leverage contextualization ?

§ Hard attention

§ Soft Attention

§ Co-attention

§ Self-attention
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u

v

w
x

Attention encodes how much influence the context u has on x

§ Typically x and context vectors are first projected through a learnable matrix W

x0 = ↵uu+ ↵vv + ↵ww

↵u =

✓
ex.u

ex.u + ex.v + ex.w

◆

↵v

↵w↵u

26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 33



u

v

w

ValuesKey

x K

V

V

V

v K

u

w K

K

§ Assume vectors are stored in memory 
referenced by Key matrix K 

§ Thought expt: for 1-hot vectors = hashmaps

§ Instead Kx retrieves from this continuous 
memory as a weighted sum over all values

Attention retrieves values from a continuous memory using fuzzy matching

Attention weight

↵u =
eKx·Ku

eKx·Ku + eKx·Kv + eKx·Kw
x0 = ↵uu+ ↵vv + ↵ww
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[Chen ‘16] Attentive reader

Reading Wikipedia to Answer Open-Domain Questions
Danqi Chen, Adam Fisch, Jason Weston, Antoine Bordes

Stanford University & Facebook AI Research

Overview
Goal: build an end-to-end question answering 
system that can use full Wikipedia to answer any 
factoid question.

“Machine Reading at Scale" (MRS)

Q What is question answering?  A a computer science 
discipline within the fields of information retrieval and natural 
language processing

Q What is the answer to life, the universe,  
and everything?   A 42

Q Who was the winning pitcher in  
the 1956 World Series?  A Don Larsen

Our system DrQA:

Try it out yourself! 
https://github.com/facebookresearch/DrQA
Document Retriever + Document Reader

• Document retriever: finding relevant articles from 5 million 
Wikipedia articles 

• Document reader (reading comprehension system): 
identifying the answer spans from those articles

• Datasets:  
• SQuAD (Rajpurkar et al, 2016) 
• TREC (Baudiš and Šedivý, 2005) 
• WebQuestions                   (Berant et al, 2013) 
• WikiMovies (Miller et al, 2016)

Approach Results
Document Retriever

Document Reader

70-86% of questions we have that the answer 
segment appears in the top 5 articles

TF-IDF bag-of-words vectors + efficient bigram hashing 
(Weinberger et al., 2009)

Task: given paragraph P and question Q, the goal is to find 
a span A in the paragraph which answers the question. 
Model: similar to AttentiveReader (Hermann et al, 2015; 
Chen et al, 2016). We aim to keep it simple!

Wiki 
Search

unigram +bigram

SQuAD 62.7 76.1 77.8
TREC 81.0 85.2 86.0
WebQuestions 73.7 75.5 74.4
WikiMovies 61.7 54.4 70.3

Who did Genghis Khan unite 
before he began conquering 
the rest of Eurasia?

Q

… ……P

Bidirectional LSTMs
q

p̃i

predict end tokenpredict start token
The input vectors consist of: 
• Word embeddings 
• Exact match features: whether the word appears in question 
• Token features: POS, NER, term frequency 
• Aligned question embedding

Data: SQuAD + Distantly Supervised Data
(Q, A)         (P, Q, A) if P is retrieved and A can be found in P 

Document 
Retriever 833,500

Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document 
Reader

EM F1
Logistic regression 40.4 51.0

Fine-Grained Gating (Carnegie 
Mellon U)

62.5 73.3
Match-LSTM (Singapore 

Management U)
64.7 73.7

DCN (Salesforce) 66.2 75.9
BiDAF (UW & Allen Institute) 68.0 77.3

Ours 70.7 79.4
r-net (MSR Asia) 71.3 79.7

State-of-the-art (July 2017) 75.7 83.5
Human performance 82.3 91.2

Performance on SQuAD

Finding Relevant Articles

Full Results

Method Dev Test

EM F1 EM F1
Dynamic Coattention Networks (Xiong et al., 2016) 65.4 75.6 66.2 75.9
Multi-Perspective Matching (Wang et al., 2016)† 66.1 75.8 65.5 75.1
BiDAF (Seo et al., 2016) 67.7 77.3 68.0 77.3
R-net† n/a n/a 71.3 79.7
DrQA (Our model, Document Reader Only) 69.5 78.8 70.0 79.0

Table 4: Evaluation results on the SQuAD dataset (single model only). †: Test results reflect the SQuAD
leaderboard (https://stanford-qa.com) as of Feb 6, 2017.

Features F1

Full 78.8
No ftoken 78.0 (-0.8)
No fexact match 77.3 (-1.5)
No faligned 77.3 (-1.5)
No faligned and fexact match 59.4 (-19.4)

Table 5: Feature ablation analysis of the paragraph
representations of our Document Reader. Results
are reported on the SQuAD development set.

find that while these help for more exact paragraph
reading in SQuAD, they don’t improve results in
the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.

(single model, Feb 2017)

Ps(i) = softmaxi(qWsp̃i) Pe(i) = softmaxi(qWep̃i)
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discipline within the fields of information retrieval and natural 
language processing

Q What is the answer to life, the universe,  
and everything?   A 42

Q Who was the winning pitcher in  
the 1956 World Series?  A Don Larsen

Our system DrQA:

Try it out yourself! 
https://github.com/facebookresearch/DrQA
Document Retriever + Document Reader

• Document retriever: finding relevant articles from 5 million 
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• Document reader (reading comprehension system): 
identifying the answer spans from those articles

• Datasets:  
• SQuAD (Rajpurkar et al, 2016) 
• TREC (Baudiš and Šedivý, 2005) 
• WebQuestions                   (Berant et al, 2013) 
• WikiMovies (Miller et al, 2016)

Approach Results
Document Retriever

Document Reader

70-86% of questions we have that the answer 
segment appears in the top 5 articles

TF-IDF bag-of-words vectors + efficient bigram hashing 
(Weinberger et al., 2009)

Task: given paragraph P and question Q, the goal is to find 
a span A in the paragraph which answers the question. 
Model: similar to AttentiveReader (Hermann et al, 2015; 
Chen et al, 2016). We aim to keep it simple!
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SQuAD 62.7 76.1 77.8
TREC 81.0 85.2 86.0
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WikiMovies 61.7 54.4 70.3
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before he began conquering 
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Bidirectional LSTMs
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The input vectors consist of: 
• Word embeddings 
• Exact match features: whether the word appears in question 
• Token features: POS, NER, term frequency 
• Aligned question embedding

Data: SQuAD + Distantly Supervised Data
(Q, A)         (P, Q, A) if P is retrieved and A can be found in P 

Document 
Retriever 833,500

Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document 
Reader

EM F1
Logistic regression 40.4 51.0

Fine-Grained Gating (Carnegie 
Mellon U)

62.5 73.3
Match-LSTM (Singapore 

Management U)
64.7 73.7

DCN (Salesforce) 66.2 75.9
BiDAF (UW & Allen Institute) 68.0 77.3

Ours 70.7 79.4
r-net (MSR Asia) 71.3 79.7

State-of-the-art (July 2017) 75.7 83.5
Human performance 82.3 91.2
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Finding Relevant Articles
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Method Dev Test

EM F1 EM F1
Dynamic Coattention Networks (Xiong et al., 2016) 65.4 75.6 66.2 75.9
Multi-Perspective Matching (Wang et al., 2016)† 66.1 75.8 65.5 75.1
BiDAF (Seo et al., 2016) 67.7 77.3 68.0 77.3
R-net† n/a n/a 71.3 79.7
DrQA (Our model, Document Reader Only) 69.5 78.8 70.0 79.0

Table 4: Evaluation results on the SQuAD dataset (single model only). †: Test results reflect the SQuAD
leaderboard (https://stanford-qa.com) as of Feb 6, 2017.

Features F1

Full 78.8
No ftoken 78.0 (-0.8)
No fexact match 77.3 (-1.5)
No faligned 77.3 (-1.5)
No faligned and fexact match 59.4 (-19.4)

Table 5: Feature ablation analysis of the paragraph
representations of our Document Reader. Results
are reported on the SQuAD development set.

find that while these help for more exact paragraph
reading in SQuAD, they don’t improve results in
the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.
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Overview
Goal: build an end-to-end question answering 
system that can use full Wikipedia to answer any 
factoid question.

“Machine Reading at Scale" (MRS)

Q What is question answering?  A a computer science 
discipline within the fields of information retrieval and natural 
language processing

Q What is the answer to life, the universe,  
and everything?   A 42

Q Who was the winning pitcher in  
the 1956 World Series?  A Don Larsen

Our system DrQA:

Try it out yourself! 
https://github.com/facebookresearch/DrQA
Document Retriever + Document Reader

• Document retriever: finding relevant articles from 5 million 
Wikipedia articles 

• Document reader (reading comprehension system): 
identifying the answer spans from those articles

• Datasets:  
• SQuAD (Rajpurkar et al, 2016) 
• TREC (Baudiš and Šedivý, 2005) 
• WebQuestions                   (Berant et al, 2013) 
• WikiMovies (Miller et al, 2016)

Approach Results
Document Retriever

Document Reader

70-86% of questions we have that the answer 
segment appears in the top 5 articles

TF-IDF bag-of-words vectors + efficient bigram hashing 
(Weinberger et al., 2009)

Task: given paragraph P and question Q, the goal is to find 
a span A in the paragraph which answers the question. 
Model: similar to AttentiveReader (Hermann et al, 2015; 
Chen et al, 2016). We aim to keep it simple!

Wiki 
Search

unigram +bigram

SQuAD 62.7 76.1 77.8
TREC 81.0 85.2 86.0
WebQuestions 73.7 75.5 74.4
WikiMovies 61.7 54.4 70.3

Who did Genghis Khan unite 
before he began conquering 
the rest of Eurasia?

Q

… ……P

Bidirectional LSTMs
q

p̃i

predict end tokenpredict start token
The input vectors consist of: 
• Word embeddings 
• Exact match features: whether the word appears in question 
• Token features: POS, NER, term frequency 
• Aligned question embedding

Data: SQuAD + Distantly Supervised Data
(Q, A)         (P, Q, A) if P is retrieved and A can be found in P 

Document 
Retriever 833,500

Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document 
Reader

EM F1
Logistic regression 40.4 51.0

Fine-Grained Gating (Carnegie 
Mellon U)

62.5 73.3
Match-LSTM (Singapore 

Management U)
64.7 73.7

DCN (Salesforce) 66.2 75.9
BiDAF (UW & Allen Institute) 68.0 77.3

Ours 70.7 79.4
r-net (MSR Asia) 71.3 79.7

State-of-the-art (July 2017) 75.7 83.5
Human performance 82.3 91.2

Performance on SQuAD

Finding Relevant Articles

Full Results

Method Dev Test

EM F1 EM F1
Dynamic Coattention Networks (Xiong et al., 2016) 65.4 75.6 66.2 75.9
Multi-Perspective Matching (Wang et al., 2016)† 66.1 75.8 65.5 75.1
BiDAF (Seo et al., 2016) 67.7 77.3 68.0 77.3
R-net† n/a n/a 71.3 79.7
DrQA (Our model, Document Reader Only) 69.5 78.8 70.0 79.0

Table 4: Evaluation results on the SQuAD dataset (single model only). †: Test results reflect the SQuAD
leaderboard (https://stanford-qa.com) as of Feb 6, 2017.

Features F1

Full 78.8
No ftoken 78.0 (-0.8)
No fexact match 77.3 (-1.5)
No faligned 77.3 (-1.5)
No faligned and fexact match 59.4 (-19.4)

Table 5: Feature ablation analysis of the paragraph
representations of our Document Reader. Results
are reported on the SQuAD development set.

find that while these help for more exact paragraph
reading in SQuAD, they don’t improve results in
the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.
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the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.
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• Datasets:  
• SQuAD (Rajpurkar et al, 2016) 
• TREC (Baudiš and Šedivý, 2005) 
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Approach Results
Document Retriever

Document Reader

70-86% of questions we have that the answer 
segment appears in the top 5 articles

TF-IDF bag-of-words vectors + efficient bigram hashing 
(Weinberger et al., 2009)

Task: given paragraph P and question Q, the goal is to find 
a span A in the paragraph which answers the question. 
Model: similar to AttentiveReader (Hermann et al, 2015; 
Chen et al, 2016). We aim to keep it simple!
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• Exact match features: whether the word appears in question 
• Token features: POS, NER, term frequency 
• Aligned question embedding

Data: SQuAD + Distantly Supervised Data
(Q, A)         (P, Q, A) if P is retrieved and A can be found in P 

Document 
Retriever 833,500

Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document 
Reader

EM F1
Logistic regression 40.4 51.0

Fine-Grained Gating (Carnegie 
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62.5 73.3
Match-LSTM (Singapore 

Management U)
64.7 73.7

DCN (Salesforce) 66.2 75.9
BiDAF (UW & Allen Institute) 68.0 77.3

Ours 70.7 79.4
r-net (MSR Asia) 71.3 79.7

State-of-the-art (July 2017) 75.7 83.5
Human performance 82.3 91.2
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BiDAF (Seo et al., 2016) 67.7 77.3 68.0 77.3
R-net† n/a n/a 71.3 79.7
DrQA (Our model, Document Reader Only) 69.5 78.8 70.0 79.0

Table 4: Evaluation results on the SQuAD dataset (single model only). †: Test results reflect the SQuAD
leaderboard (https://stanford-qa.com) as of Feb 6, 2017.

Features F1

Full 78.8
No ftoken 78.0 (-0.8)
No fexact match 77.3 (-1.5)
No faligned 77.3 (-1.5)
No faligned and fexact match 59.4 (-19.4)

Table 5: Feature ablation analysis of the paragraph
representations of our Document Reader. Results
are reported on the SQuAD development set.

find that while these help for more exact paragraph
reading in SQuAD, they don’t improve results in
the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.
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WikiMovies provide a list of candidate answers
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helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.
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Reading Wikipedia to Answer Open-Domain Questions
Danqi Chen, Adam Fisch, Jason Weston, Antoine Bordes

Stanford University & Facebook AI Research

Overview
Goal: build an end-to-end question answering 
system that can use full Wikipedia to answer any 
factoid question.

“Machine Reading at Scale" (MRS)

Q What is question answering?  A a computer science 
discipline within the fields of information retrieval and natural 
language processing

Q What is the answer to life, the universe,  
and everything?   A 42

Q Who was the winning pitcher in  
the 1956 World Series?  A Don Larsen

Our system DrQA:

Try it out yourself! 
https://github.com/facebookresearch/DrQA
Document Retriever + Document Reader

• Document retriever: finding relevant articles from 5 million 
Wikipedia articles 

• Document reader (reading comprehension system): 
identifying the answer spans from those articles

• Datasets:  
• SQuAD (Rajpurkar et al, 2016) 
• TREC (Baudiš and Šedivý, 2005) 
• WebQuestions                   (Berant et al, 2013) 
• WikiMovies (Miller et al, 2016)

Approach Results
Document Retriever

Document Reader

70-86% of questions we have that the answer 
segment appears in the top 5 articles

TF-IDF bag-of-words vectors + efficient bigram hashing 
(Weinberger et al., 2009)

Task: given paragraph P and question Q, the goal is to find 
a span A in the paragraph which answers the question. 
Model: similar to AttentiveReader (Hermann et al, 2015; 
Chen et al, 2016). We aim to keep it simple!

Wiki 
Search

unigram +bigram

SQuAD 62.7 76.1 77.8
TREC 81.0 85.2 86.0
WebQuestions 73.7 75.5 74.4
WikiMovies 61.7 54.4 70.3

Who did Genghis Khan unite 
before he began conquering 
the rest of Eurasia?

Q

… ……P

Bidirectional LSTMs
q

p̃i

predict end tokenpredict start token
The input vectors consist of: 
• Word embeddings 
• Exact match features: whether the word appears in question 
• Token features: POS, NER, term frequency 
• Aligned question embedding

Data: SQuAD + Distantly Supervised Data
(Q, A)         (P, Q, A) if P is retrieved and A can be found in P 

Document 
Retriever 833,500

Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document 
Reader

EM F1
Logistic regression 40.4 51.0

Fine-Grained Gating (Carnegie 
Mellon U)

62.5 73.3
Match-LSTM (Singapore 

Management U)
64.7 73.7

DCN (Salesforce) 66.2 75.9
BiDAF (UW & Allen Institute) 68.0 77.3

Ours 70.7 79.4
r-net (MSR Asia) 71.3 79.7

State-of-the-art (July 2017) 75.7 83.5
Human performance 82.3 91.2

Performance on SQuAD

Finding Relevant Articles

Full Results

Method Dev Test

EM F1 EM F1
Dynamic Coattention Networks (Xiong et al., 2016) 65.4 75.6 66.2 75.9
Multi-Perspective Matching (Wang et al., 2016)† 66.1 75.8 65.5 75.1
BiDAF (Seo et al., 2016) 67.7 77.3 68.0 77.3
R-net† n/a n/a 71.3 79.7
DrQA (Our model, Document Reader Only) 69.5 78.8 70.0 79.0

Table 4: Evaluation results on the SQuAD dataset (single model only). †: Test results reflect the SQuAD
leaderboard (https://stanford-qa.com) as of Feb 6, 2017.

Features F1

Full 78.8
No ftoken 78.0 (-0.8)
No fexact match 77.3 (-1.5)
No faligned 77.3 (-1.5)
No faligned and fexact match 59.4 (-19.4)

Table 5: Feature ablation analysis of the paragraph
representations of our Document Reader. Results
are reported on the SQuAD development set.

find that while these help for more exact paragraph
reading in SQuAD, they don’t improve results in
the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
previously reported on CuratedTREC and We-
bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
ous when the context is removed. Additional re-
sources other than SQuAD, specifically designed
for MRS, might be needed to go further.

6 Conclusion

We studied the task of machine reading at scale, by
using Wikipedia as the unique knowledge source
for open-domain QA. Our results indicate that
MRS is a key challenging task for researchers
to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
integrates search, distant supervision, and mul-
titask learning to provide an effective complete
system. Evaluating the individual components as
well as the full system across multiple benchmarks
showed the efficacy of our approach.

Exact match features  
are important!

Q: What part of the atom did Chadwick discover?  

A: neutron

WebQuestions

The atomic mass of these isotopes varied by integer amounts, called the whole 
number rule.[23] The explanation for these different isotopes awaited the discovery 
of the neutron, an uncharged particle with a mass similar to the proton, by the 
physicist James Chadwick in 1932. Isotopes were then explained as elements 
with the same number of protons, but different numbers of neutrons within the 
nucleus.
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the full setting. Additionally, WebQuestions and
WikiMovies provide a list of candidate answers
(e.g., 1.6 million Freebase entity strings for We-
bQuestions) and we restrict the answer span must
be in this list during prediction.

Results Table 6 presents the results. Despite the
difficulty of the task compared to machine com-
prehension (where you are given the right para-
graph) and unconstrained QA (using redundant re-
sources), DrQA still provides reasonable perfor-
mance across all four datasets.

We are interested in a single, full system that
can answer any question using Wikipedia. The
single model trained only on SQuAD is outper-
formed on all four of the datasets by the multitask
model that uses distant supervision. However per-
formance when training on SQuAD alone is not far
behind, indicating that task transfer is occurring.
The majority of the improvement from SQuAD
to Multitask (DS) however is likely not from task
transfer as fine-tuning on each dataset alone using
DS also gives improvements, showing that is is the
introduction of extra data in the same domain that
helps. Nevertheless, the best single model that we
can find is our overall goal, and that is the Multi-
task (DS) system.

We compare to an unconstrained QA system us-
ing redundant resources (not just Wikipedia), Yo-
daQA (Baudiš, 2015), giving results which were
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bQuestions. Despite the increased difficulty of our
task, it is reassuring that our performance is not
too far behind on CuratedTREC (31.3 vs. 25.4).
The gap is slightly bigger on WebQuestions, likely
because this dataset was created from the specific
structure of Freebase which YodaQA uses directly.

DrQA’s performance on SQuAD compared to
its Document Reader component on machine com-
prehension in Table 4 shows a large drop (from
69.5 to 27.1) as we now are given Wikipedia to
read, not a single paragraph. Given the correct
document (but not the paragraph) we can achieve
49.4, indicating many false positives come from
highly topical sentences. This is despite the fact
that the Document Retriever works relatively well
(77.8% of the time retrieving the answer, see Ta-
ble 3). It is worth noting that a large part of the
drop comes from the nature of the SQuAD ques-
tions. They were written with a specific para-
graph in mind, thus their language can be ambigu-
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for MRS, might be needed to go further.
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We studied the task of machine reading at scale, by
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for open-domain QA. Our results indicate that
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to focus on. Machine comprehension systems
alone cannot solve the overall task. Our method
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titask learning to provide an effective complete
system. Evaluating the individual components as
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DrQA [Chen ‘17] 

QuestionContext

§ Context words are represented based 
on similarity with the query 

§ Semantic similarity
§ Word embeddings

§ Matching similarity
§ Direct word-level matching
§ Weighted matching
§ Attention mechanism

Answer Prediction

Embedding-based representation

Query-based representation
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MatchLSTM [Wang & Jiang ‘16], DCN [Xiong ‘16], BiDAF [Seo ‘17]

QuestionContext

§ First encode question and context sufficiently

§ Choice of encoders
§ Bi-LSTMs
§ Conv Nets

§ Most popular Model
§ Bi-directional attention flow [Seo ‘17]

Answer Prediction
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Rasor [Lee ‘16], fastQA [Weissenborn’17]

QuestionContext

Answer Prediction Answer Prediction

QuestionContext

Early Interaction Self Matching
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§ 2016 – 2017 – Multitude of attention based architecture

Recent, more advanced architectures

(1) Word-level fusion, (2) high-level fusion, (2’) high-level fusion (alter-

native), (3) self-boosted fusion, and (3’) self-boosted fusion (alternative).

79/79
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[Devlin ‘18]

QuestionContext

§ BERT – No Recurrence, only attention

§ Re-representing each token based on the 
context

§ Shows the most promising performance

Answer Prediction

Transformer block

Transformer block

Transformer block

.

.

.
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§ Bi-directional : Transformer encoder reads the entire sequence of words at once. 

§ Learns the context of a word based on all of its surroundings (left and right of the 

word).
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Masked word prediction

§ Given a sentence with some words masked at random, can we predict them?
§ Randomly select 15% of tokens to be replaced with “<MASK>”
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§ Given two sentences, does the first follow the second? Teaches BERT about relationship 
between two sentences

§ 50% of the time the actual next sentence, 50% random
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§ Inputs to BERT – [CLS] <token embeddings> [SEP] …

§ Classification tasks such as sentiment analysis are done similarly to Next Sentence classification, by adding a 
classification layer on top of the Transformer output for the [CLS] token.

Single sentence input Single sentence input
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Q&A model can be trained by learning two extra vectors that mark the beginning and the end of the answer.
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Large doc. 
collection
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question answer
Extractive phrase
Sentence 
Entire Passage

context
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§ TriviaQA [Joshi et al., 2017]  

§ SearchQA [Dunn et al., 2017]

§ Quasar-T [Dhingra et al., 2017]

§ Natural Questions 
[Kwiatkowski et al., 2019] 

Repurposed for ODQA
§ SQuAD [Rajpurkar et al., 2016] 

§ CuratedTREC [Baudis & Sedivy, 2015] 

§ WebQuestions [Berant et al., 2013] 

§ WikiMovies [Miller et al., 2016] 

Open-Domain QA Datasets  
used in ORQA [Lee et al., 2019]

• Natural Questions 
• Questions with short answers (<5 tokens) 

• WebQuestions [Berant et al., 2013] 
• Questions sampled using Google Suggest API 
• Answers are Freebase entities 

• CuratedTREC [Baudis & Sedivy, 2015] 
• Questions from TREC-QA; askers do not 

observe evidence doc. 

• TriviaQA 
• Questions from the unfiltered set (i.e., all 

questions) 
• OpenSQuAD [Rajpurkar et al., 2016] 

• Questions from SQuAD v1.1; askers do see 
the context (Wikipedia paragraph)

26

Dataset Train Val Test

NQ 79,168 8,757 3,610

WebQ 3,417 361 2,032

TREC 1,353 133 694

TriviaQA 78,785 8,837 11,313

SQuAD 78,713 8,886 10,570

 
Lee et al., 2019. Latent Retrieval for Weakly Supervised Open Domain Question Answering

Trivia questions Web pages from BING search

Jeopardy Google search snippets

Reddit ClueWeb09

Google queries Wikipedia pages in results
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§ Exact Match: measures whether the two strings, after preprocessing, are equal or not. 

§ F1 Measure: measures the overlap between the two bags of tokens in answers, after preprocessing

§ Entity Match
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Token Representation
Passage

Representation

Question
Representation

Question Passage
Interaction Answer GenerationRetrieverLarge doc. 

collection

Retrieved 
docs./passages

• BM25 on unigrams
and bi-grams

• Vector Index

Use your favorite MRC model
• Attentive reader (DrQA)
• BiDaf (Seo 17)
• BERT (Bertserini)

51

How is the reader model trained ? 
Using an existing QA dataset (e.g. SQUAD)

How does it answer questions ?
Independently find answers for tok-

k passage and return the most 
“probable” span
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Retriever
- Using Anserini (based on Lucene)
- Segments = sentence/passage are indexed
- Retrieved sentences are scored using BM25

Reader

eschew retrieval entirely, since there is only a sin-
gle document from which to extract answers.

In contrast, what we refer to as “end-to-end”
question answering begins with a large corpus of
documents. Since it is impractical to apply in-
ference exhaustively to all documents in a cor-
pus with current models (mostly based on neural
networks), this formulation necessarily requires
some type of term-based retrieval technique to
restrict the input text under consideration—and
hence an architecture quite like the pipelined sys-
tems from over a decade ago. Recently, there has
been a resurgence of interest in this task, the most
notable of which is Dr.QA (Chen et al., 2017).
Other recent papers have examined the role of re-
trieval in this end-to-end formulation (Wang et al.,
2017; Kratzwald and Feuerriegel, 2018; Lee et al.,
2018), some of which have, in essence, rediscov-
ered ideas from the late 1990s and early 2000s.

For a wide range of applications, researchers
have recently demonstrated the effectiveness of
neural models that have been pretrained on a lan-
guage modeling task (Peters et al., 2018; Rad-
ford et al., 2018); BERT (Devlin et al., 2018)
is the latest refinement of this idea. Our work
tackles end-to-end question answering by combin-
ing BERT with Anserini, an IR toolkit built on
top of the popular open-source Lucene search en-
gine. Anserini (Yang et al., 2017, 2018) repre-
sents recent efforts by researchers to bring aca-
demic IR into better alignment with the practice
of building real-world search applications, where
Lucene has become the de facto platform used in
industry. Through an emphasis on rigorous soft-
ware engineering and regression testing for repli-
cability, Anserini codifies IR best practices to-
day. Recently, Lin (2018) showed that a well-
tuned Anserini implementation of a query expan-
sion model proposed over a decade ago still beats
two recent neural models for document ranking.
Thus, BERT and Anserini represent solid founda-
tions on which to build an end-to-end question an-
swering system.

3 System Architecture

The architecture of BERTserini is shown in Fig-
ure 1 and is comprised of two main modules, the
Anserini retriever and the BERT reader. The re-
triever is responsible for selecting segments of text
that contain the answer, which is then passed to
the reader to identify an answer span. To facilitate

Anserini Retriever

Inverted
Index

Question

top k segments

AnswerFine-tuned
BERT +

BERT Reader

segment score

span
score

Pretrained 
BERT

Indexing Fine-tuning on SQuAD

Figure 1: Architecture of BERTserini.

comparisons to previous work, we use the same
Wikipedia corpus described in Chen et al. (2017)
(from Dec. 2016) comprising 5.08M articles. In
what follows, we describe each module in turn.

3.1 Anserini Retriever

For simplicity, we adopted a single-stage retriever
that directly identifies segments of text from
Wikipedia to pass to the BERT reader—as op-
posed to a multi-stage retriever that first retrieves
documents and then ranks passages within. How-
ever, to increase flexibility, we experimented with
different granularities of text at indexing time:

Article: The 5.08M Wikipedia articles are directly
indexed; that is, an article is the unit of retrieval.

Paragraph: The corpus is pre-segmented into
29.5M paragraphs and indexed, where each para-
graph is treated as a “document” (i.e., the unit of
retrieval).

Sentence: The corpus is pre-segmented into
79.5M sentences and indexed, where each sen-
tence is treated as a “document”.

At inference time, we retrieve k text segments (one
of the above conditions) using the question as a
“bag of words” query. We use a post-v0.3.0 branch
of Anserini,1 with BM25 as the ranking function
(Anserini’s default parameters).

3.2 BERT Reader

Text segments from the retriever are passed to the
BERT reader. We use the model in Devlin et al.
(2018), but with one important difference: to al-
low comparison and aggregation of results from
different segments, we remove the final softmax
layer over different answer spans; cf. (Clark and
Gardner, 2018).

Our BERT reader is based on Google’s refer-
ence implementation2 (TensorFlow 1.12.0). For

1http://anserini.io/
2https://github.com/google-research/bert

[Yang et al. ‘19]

- Fine-tuned BERT on SQUAD
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How do exploit the collection for a better reader model ?

How do we aggregate evidence in retrieved passages ?

How do we exploit reader state to re-retrieve more relevant passages ?
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Question1: What is the more popular name for the londonderry air? 

A1: tune from county
P1: the best known title for this melody is londonderry air - lrb- sometimes also called the tune 
from county derry -rrb- . 

A2: danny boy 
P1: londonderry air words : this melody is more commonly known with the words `` danny boy '' 
P2: londonderry air danny boy music ftse london i love you . 
P3: danny boy limavady is most famous for the tune londonderry air collected by jane ross in the 
mid-19th century from a local fiddle player . 
P4: it was here that jane ross noted down the famous londonderry air -lrb- ` danny boy ' -rrb- from 
a passing fiddler . 
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Question2: Which physicist, mathematician and astronomer
discovered the first 4 moons of Jupiter

A1: Isaac Newton 
P1: Sir Isaac Newton was an English physicist , mathematician , astronomer , natural
philosopher , alchemist and theologian ...
P2: Sir Isaac Newton was an English mathematician, astronomer, and physicist who is
widely recognized as one of the most influential scientists ... 

A2: Galileo Galilei 
P1: Galileo Galilei was an Italian physicist , mathematician , astronomer , and philosopher
who played a major role in the Scientific Revolution . 
P2: Galileo Galilei is credited with discovering the first four moons of Jupiter . 
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Figure 2: An overview of the full re-ranker. It consists of strength-based and coverage-based re-
ranking.

Overall, our contributions are as follows: 1) We propose a re-ranking-based framework to make use
of the evidence from multiple passages in open-domain QA, and two re-rankers, namely, a strength-
based re-ranker and a coverage-based re-ranker, to perform evidence aggregation in existing open-
domain QA datasets. We find the second re-ranker performs better than the first one on two of the
three public datasets. 2) Our proposed approach leads to the state-of-the-art results on three different
datasets (Quasar-T (Dhingra et al., 2017b), SearchQA (Dunn et al., 2017) and TriviaQA (Joshi
et al., 2017)) and outperforms previous state of the art by large margins. In particular, we achieved
up to 8% improvement on F1 on both Quasar-T and SearchQA compared to the previous best results.

2 METHOD

Given a question q, we are trying to find the correct answer ag to q using information retrieved
from the web. Our method proceeds in two phases. First, we run an IR model (with the help of a
search engine such as google or bing) to find the top-N web passages p1, p2, . . . , pN most related
to the question. Then a reading comprehension (RC) model is used to extract the answer from
these passages. This setting is different from standard reading comprehension tasks (e.g. (Rajpurkar
et al., 2016)), where a single fixed passage is given, from which the answer is to be extracted.
When developing a reading comprehension system, we can use the specific positions of the answer
sequence in the given passage for training. By contrast, in the open-domain setting, the RC models
are usually trained under distant supervision (Chen et al., 2017; Dhingra et al., 2017b; Joshi et al.,
2017). Specifically, since the training data does not have labels indicating the positions of the answer
spans in the passages, during the training stage, the RC model will match all passages that contain
the ground-truth answer with the question one by one. In this paper we apply an existing RC model
called R3 (Wang et al., 2017) to extract these candidate answers.

After the candidate answers are extracted, we aggregate evidence from multiple passages by re-
ranking the answer candidates. Given a question q, suppose we have a baseline open-domain QA
system that can generate the top-K answer candidates a1, . . . ,aK , each being a text span in some
passage pi. The goal of the re-ranker is to rank this list of candidates so that the top-ranked can-
didates are more likely to be the correct answer ag . With access to these additional features, the
re-ranking step has the potential to prioritize answers not easily discoverable by the base system
alone. We investigate two re-ranking strategies based on evidence strength and evidence coverage.
An overview of our method is shown in Figure 2.

3

§ For each candidate answer, re-rank retrieved passages based on 
§ Support – counts 
§ Coverage – attention mechanism

[Wang et al.’ 18]
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domain QA datasets. We find the second re-ranker performs better than the first one on two of the
three public datasets. 2) Our proposed approach leads to the state-of-the-art results on three different
datasets (Quasar-T (Dhingra et al., 2017b), SearchQA (Dunn et al., 2017) and TriviaQA (Joshi
et al., 2017)) and outperforms previous state of the art by large margins. In particular, we achieved
up to 8% improvement on F1 on both Quasar-T and SearchQA compared to the previous best results.

2 METHOD

Given a question q, we are trying to find the correct answer ag to q using information retrieved
from the web. Our method proceeds in two phases. First, we run an IR model (with the help of a
search engine such as google or bing) to find the top-N web passages p1, p2, . . . , pN most related
to the question. Then a reading comprehension (RC) model is used to extract the answer from
these passages. This setting is different from standard reading comprehension tasks (e.g. (Rajpurkar
et al., 2016)), where a single fixed passage is given, from which the answer is to be extracted.
When developing a reading comprehension system, we can use the specific positions of the answer
sequence in the given passage for training. By contrast, in the open-domain setting, the RC models
are usually trained under distant supervision (Chen et al., 2017; Dhingra et al., 2017b; Joshi et al.,
2017). Specifically, since the training data does not have labels indicating the positions of the answer
spans in the passages, during the training stage, the RC model will match all passages that contain
the ground-truth answer with the question one by one. In this paper we apply an existing RC model
called R3 (Wang et al., 2017) to extract these candidate answers.

After the candidate answers are extracted, we aggregate evidence from multiple passages by re-
ranking the answer candidates. Given a question q, suppose we have a baseline open-domain QA
system that can generate the top-K answer candidates a1, . . . ,aK , each being a text span in some
passage pi. The goal of the re-ranker is to rank this list of candidates so that the top-ranked can-
didates are more likely to be the correct answer ag . With access to these additional features, the
re-ranking step has the potential to prioritize answers not easily discoverable by the base system
alone. We investigate two re-ranking strategies based on evidence strength and evidence coverage.
An overview of our method is shown in Figure 2.
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Overall, our contributions are as follows: 1) We propose a re-ranking-based framework to make use
of the evidence from multiple passages in open-domain QA, and two re-rankers, namely, a strength-
based re-ranker and a coverage-based re-ranker, to perform evidence aggregation in existing open-
domain QA datasets. We find the second re-ranker performs better than the first one on two of the
three public datasets. 2) Our proposed approach leads to the state-of-the-art results on three different
datasets (Quasar-T (Dhingra et al., 2017b), SearchQA (Dunn et al., 2017) and TriviaQA (Joshi
et al., 2017)) and outperforms previous state of the art by large margins. In particular, we achieved
up to 8% improvement on F1 on both Quasar-T and SearchQA compared to the previous best results.

2 METHOD

Given a question q, we are trying to find the correct answer ag to q using information retrieved
from the web. Our method proceeds in two phases. First, we run an IR model (with the help of a
search engine such as google or bing) to find the top-N web passages p1, p2, . . . , pN most related
to the question. Then a reading comprehension (RC) model is used to extract the answer from
these passages. This setting is different from standard reading comprehension tasks (e.g. (Rajpurkar
et al., 2016)), where a single fixed passage is given, from which the answer is to be extracted.
When developing a reading comprehension system, we can use the specific positions of the answer
sequence in the given passage for training. By contrast, in the open-domain setting, the RC models
are usually trained under distant supervision (Chen et al., 2017; Dhingra et al., 2017b; Joshi et al.,
2017). Specifically, since the training data does not have labels indicating the positions of the answer
spans in the passages, during the training stage, the RC model will match all passages that contain
the ground-truth answer with the question one by one. In this paper we apply an existing RC model
called R3 (Wang et al., 2017) to extract these candidate answers.

After the candidate answers are extracted, we aggregate evidence from multiple passages by re-
ranking the answer candidates. Given a question q, suppose we have a baseline open-domain QA
system that can generate the top-K answer candidates a1, . . . ,aK , each being a text span in some
passage pi. The goal of the re-ranker is to rank this list of candidates so that the top-ranked can-
didates are more likely to be the correct answer ag . With access to these additional features, the
re-ranking step has the potential to prioritize answers not easily discoverable by the base system
alone. We investigate two re-ranking strategies based on evidence strength and evidence coverage.
An overview of our method is shown in Figure 2.
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BM25 on unigrams and bi-grams

[Chen et al. ‘17]

Use your favorite MRC model

§ In MRC training data – (question, passage, answer)

§ Distance Supervision
§ Create extra (question, passage, answer) triples
§ Simple Idea: Add all retrieved passages that mention the answer

Exploit information about the question that is ignored in retrieved passages 
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§ Add all retrieved passages that mention the answer

§ Which passages to learn from ?
§ Liberal addition 

§ All passages in the corpus containing answer added
§ All retrieved passages

§ Restrictive addition
§ Named entities constraints, passage length limits

§ Noise in vanilla DS 
§ Noise due to indiscriminate addition DSQA Model [Lin et al, ’18]

§ Information loss due to filtered paragraphs  DRQA [Chen ‘17]

§ Noise due to increasing collection sizes and retrieval depth [Kratzwald & Feuerriegel ‘18]
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Question: What is the capital of Ireland? 

A: Dublin 

P1: As the capital of Ireland, Dublin is ...
P2: Ireland is an island in the North Atlantic...
P3: Dublin is the capital of Ireland. Besides, Ottawa is one of famous tourist cities in Ireland and ... 

§ Key Idea: Select passages judiciously from the retrieved docs/passages
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and coverage-based re-ranking approaches, which
can aggregate the results extracted from each para-
graph by existing DS-QA system to better deter-
mine the answer. However, the method relies on
the pre-extracted answers of existing DS-QA mod-
els and still suffers from the noise issue in distant
supervision data because it considers all retrieved
paragraphs indiscriminately. Different from these
methods, our model employs a paragraph selector
to filter out those noisy paragraphs and keep those
informative paragraphs, which can make full use
of the noisy DS-QA data.

Our work is also inspired by the idea of coarse-
to-fine models in NLP. Cheng and Lapata (2016)
and Choi et al. (2017) propose a coarse-to-fine
model, which first selects essential sentences and
then performs text summarization or reading com-
prehension on the chosen sentences respectively.
Lin et al. (2016) utilize selective attention to ag-
gregate the information of all sentences to extract
relational facts. Yang et al. (2016) propose a hier-
archical attention network which has two levels of
attentions applied at the word and sentence level
for document classification. Our model also em-
ploys a coarse-to-fine model to handle the noise
issue in DS-QA, which first selects informative re-
trieved paragraphs and then extracts answers from
those selected paragraphs.

3 Methodology

In this section, we will introduce our model in de-
tails. Our model aims to extract the answer to a
given question in the large-scale unlabeled corpus.
We first retrieve paragraphs corresponding to the
question from the open-domain corpus using in-
formation retrieval technique, and then extract the
answer from these retrieved paragraphs.

Formally, given a question q =
(q1, q2, · · · , q|q|), we retrieve m paragraphs
which are defined as P = {p1, p2, · · · , pm}
where pi = (p1i , p

2
i , · · · , p

|pi|
i ) is the i-th retrieved

paragraph. Our model measures the probability
of extracting answer a given question q and
corresponding paragraph set P . As illustrated in
Fig. 1, our model contains two parts:

1. Paragraph Selector. Given the ques-
tion q and the retrieved paragraph P , the para-
graph selector measures the probability distri-
bution Pr(pi|q, P ) over all retrieved paragraphs,
which is used to select the paragraph that really
contains the answer of question q.

2. Paragraph Reader. Given the question q
and a paragraph pi, the paragraph reader calculates
the probability Pr(a|q, pi) of extracting answer a
through a multi-layer long short-term memory net-
work.

Overall, the probability Pr(a|q, P ) of extracting
answer a given question q can be calculated as:

Pr(a|q, P ) =
X

pi2P
Pr(a|q, pi) Pr(pi|q, P ). (1)

3.1 Paragraph Selector
Since the wrong labeling problem inevitably oc-
curs in DS-QA data, we need to filter out those
noisy paragraphs when exploiting the information
of all retrieved paragraphs. It is straightforward
that we need to estimate the confidence of each
paragraph. Hence, we employ a paragraph selec-
tor to measure the probability of each paragraph
containing the answer among all paragraphs.

Paragraph Encoding. We first represent each
word pji in the paragraph pi as a word vector pj

i ,
and then feed each word vector into a neural net-
work to obtain the hidden representation p̂j

i . Here,
we adopt two types of neural networks including:
1. Multi-Layer Perceptron (MLP)

p̂j
i = MLP(pj

i ), (2)

2. Recurrent Neural Network (RNN)

{p̂1
i , p̂

2
i , · · · , p̂

|pi|
i } = RNN({p1

i ,p
2
i , · · · ,p

|pi|
i }),

(3)
where p̂j

i is expected to encode semantic informa-
tion of word pji and its surrounding words. For
RNN, we select a single-layer bidirectional long
short-term memory network (LSTM) as our RNN
unit, and concatenate the hidden states of all layers
to obtain p̂j

i .
Question Encoding. Similar to paragraph en-

coding, we also represent each word qi in the ques-
tion as its word vector qi, and then fed them into
a MLP:

q̂j
i = MLP(qj

i ), (4)

or a RNN:

{q̂1, q̂2, · · · , q̂|q|} = RNN({q1,q2, · · · ,q|q|}).
(5)

where q̂j is the hidden representation of the word
qj and is expected to encode the context informa-
tion of it. After that, we apply a self attention op-
eration on the hidden representations to obtain the

Likelihood of the passage 
containing the answer

Likelihood of the answer 
given a cand. passage

[Wang et al. ‘18]
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and coverage-based re-ranking approaches, which
can aggregate the results extracted from each para-
graph by existing DS-QA system to better deter-
mine the answer. However, the method relies on
the pre-extracted answers of existing DS-QA mod-
els and still suffers from the noise issue in distant
supervision data because it considers all retrieved
paragraphs indiscriminately. Different from these
methods, our model employs a paragraph selector
to filter out those noisy paragraphs and keep those
informative paragraphs, which can make full use
of the noisy DS-QA data.

Our work is also inspired by the idea of coarse-
to-fine models in NLP. Cheng and Lapata (2016)
and Choi et al. (2017) propose a coarse-to-fine
model, which first selects essential sentences and
then performs text summarization or reading com-
prehension on the chosen sentences respectively.
Lin et al. (2016) utilize selective attention to ag-
gregate the information of all sentences to extract
relational facts. Yang et al. (2016) propose a hier-
archical attention network which has two levels of
attentions applied at the word and sentence level
for document classification. Our model also em-
ploys a coarse-to-fine model to handle the noise
issue in DS-QA, which first selects informative re-
trieved paragraphs and then extracts answers from
those selected paragraphs.

3 Methodology

In this section, we will introduce our model in de-
tails. Our model aims to extract the answer to a
given question in the large-scale unlabeled corpus.
We first retrieve paragraphs corresponding to the
question from the open-domain corpus using in-
formation retrieval technique, and then extract the
answer from these retrieved paragraphs.

Formally, given a question q =
(q1, q2, · · · , q|q|), we retrieve m paragraphs
which are defined as P = {p1, p2, · · · , pm}
where pi = (p1i , p

2
i , · · · , p

|pi|
i ) is the i-th retrieved

paragraph. Our model measures the probability
of extracting answer a given question q and
corresponding paragraph set P . As illustrated in
Fig. 1, our model contains two parts:

1. Paragraph Selector. Given the ques-
tion q and the retrieved paragraph P , the para-
graph selector measures the probability distri-
bution Pr(pi|q, P ) over all retrieved paragraphs,
which is used to select the paragraph that really
contains the answer of question q.

2. Paragraph Reader. Given the question q
and a paragraph pi, the paragraph reader calculates
the probability Pr(a|q, pi) of extracting answer a
through a multi-layer long short-term memory net-
work.

Overall, the probability Pr(a|q, P ) of extracting
answer a given question q can be calculated as:

Pr(a|q, P ) =
X

pi2P
Pr(a|q, pi) Pr(pi|q, P ). (1)

3.1 Paragraph Selector
Since the wrong labeling problem inevitably oc-
curs in DS-QA data, we need to filter out those
noisy paragraphs when exploiting the information
of all retrieved paragraphs. It is straightforward
that we need to estimate the confidence of each
paragraph. Hence, we employ a paragraph selec-
tor to measure the probability of each paragraph
containing the answer among all paragraphs.

Paragraph Encoding. We first represent each
word pji in the paragraph pi as a word vector pj

i ,
and then feed each word vector into a neural net-
work to obtain the hidden representation p̂j

i . Here,
we adopt two types of neural networks including:
1. Multi-Layer Perceptron (MLP)

p̂j
i = MLP(pj

i ), (2)

2. Recurrent Neural Network (RNN)

{p̂1
i , p̂

2
i , · · · , p̂

|pi|
i } = RNN({p1

i ,p
2
i , · · · ,p

|pi|
i }),

(3)
where p̂j

i is expected to encode semantic informa-
tion of word pji and its surrounding words. For
RNN, we select a single-layer bidirectional long
short-term memory network (LSTM) as our RNN
unit, and concatenate the hidden states of all layers
to obtain p̂j

i .
Question Encoding. Similar to paragraph en-

coding, we also represent each word qi in the ques-
tion as its word vector qi, and then fed them into
a MLP:

q̂j
i = MLP(qj

i ), (4)

or a RNN:

{q̂1, q̂2, · · · , q̂|q|} = RNN({q1,q2, · · · ,q|q|}).
(5)

where q̂j is the hidden representation of the word
qj and is expected to encode the context informa-
tion of it. After that, we apply a self attention op-
eration on the hidden representations to obtain the

Question: What is the capital of 
Ireland? 

A: Dublin 

P1: As the capital of Ireland, Dublin is ...
P2: Ireland is an island in the North Atlantic...
P3: Dublin is the capital of Ireland. Besides, 
Ottawa is one of famous tourist cities in Ireland 
and ... 

q
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and coverage-based re-ranking approaches, which
can aggregate the results extracted from each para-
graph by existing DS-QA system to better deter-
mine the answer. However, the method relies on
the pre-extracted answers of existing DS-QA mod-
els and still suffers from the noise issue in distant
supervision data because it considers all retrieved
paragraphs indiscriminately. Different from these
methods, our model employs a paragraph selector
to filter out those noisy paragraphs and keep those
informative paragraphs, which can make full use
of the noisy DS-QA data.

Our work is also inspired by the idea of coarse-
to-fine models in NLP. Cheng and Lapata (2016)
and Choi et al. (2017) propose a coarse-to-fine
model, which first selects essential sentences and
then performs text summarization or reading com-
prehension on the chosen sentences respectively.
Lin et al. (2016) utilize selective attention to ag-
gregate the information of all sentences to extract
relational facts. Yang et al. (2016) propose a hier-
archical attention network which has two levels of
attentions applied at the word and sentence level
for document classification. Our model also em-
ploys a coarse-to-fine model to handle the noise
issue in DS-QA, which first selects informative re-
trieved paragraphs and then extracts answers from
those selected paragraphs.

3 Methodology

In this section, we will introduce our model in de-
tails. Our model aims to extract the answer to a
given question in the large-scale unlabeled corpus.
We first retrieve paragraphs corresponding to the
question from the open-domain corpus using in-
formation retrieval technique, and then extract the
answer from these retrieved paragraphs.

Formally, given a question q =
(q1, q2, · · · , q|q|), we retrieve m paragraphs
which are defined as P = {p1, p2, · · · , pm}
where pi = (p1i , p

2
i , · · · , p

|pi|
i ) is the i-th retrieved

paragraph. Our model measures the probability
of extracting answer a given question q and
corresponding paragraph set P . As illustrated in
Fig. 1, our model contains two parts:

1. Paragraph Selector. Given the ques-
tion q and the retrieved paragraph P , the para-
graph selector measures the probability distri-
bution Pr(pi|q, P ) over all retrieved paragraphs,
which is used to select the paragraph that really
contains the answer of question q.

2. Paragraph Reader. Given the question q
and a paragraph pi, the paragraph reader calculates
the probability Pr(a|q, pi) of extracting answer a
through a multi-layer long short-term memory net-
work.

Overall, the probability Pr(a|q, P ) of extracting
answer a given question q can be calculated as:

Pr(a|q, P ) =
X

pi2P
Pr(a|q, pi) Pr(pi|q, P ). (1)

3.1 Paragraph Selector
Since the wrong labeling problem inevitably oc-
curs in DS-QA data, we need to filter out those
noisy paragraphs when exploiting the information
of all retrieved paragraphs. It is straightforward
that we need to estimate the confidence of each
paragraph. Hence, we employ a paragraph selec-
tor to measure the probability of each paragraph
containing the answer among all paragraphs.

Paragraph Encoding. We first represent each
word pji in the paragraph pi as a word vector pj

i ,
and then feed each word vector into a neural net-
work to obtain the hidden representation p̂j

i . Here,
we adopt two types of neural networks including:
1. Multi-Layer Perceptron (MLP)

p̂j
i = MLP(pj

i ), (2)

2. Recurrent Neural Network (RNN)

{p̂1
i , p̂

2
i , · · · , p̂

|pi|
i } = RNN({p1

i ,p
2
i , · · · ,p

|pi|
i }),

(3)
where p̂j

i is expected to encode semantic informa-
tion of word pji and its surrounding words. For
RNN, we select a single-layer bidirectional long
short-term memory network (LSTM) as our RNN
unit, and concatenate the hidden states of all layers
to obtain p̂j

i .
Question Encoding. Similar to paragraph en-

coding, we also represent each word qi in the ques-
tion as its word vector qi, and then fed them into
a MLP:

q̂j
i = MLP(qj

i ), (4)

or a RNN:

{q̂1, q̂2, · · · , q̂|q|} = RNN({q1,q2, · · · ,q|q|}).
(5)

where q̂j is the hidden representation of the word
qj and is expected to encode the context informa-
tion of it. After that, we apply a self attention op-
eration on the hidden representations to obtain the

1. Compute representations for 

query and passage independently

2. Compute relevance of passage to 

the query

3. Relevance is used as weights later

Passage Selection

1. Detect spans for each passage

2. Multiple answers possible in a 

passage

3. Use the same rep. space for 

passage sel.  and answer sel.

Answer Selection
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Idea: The more confident we are, the less we should retrieve
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Figure 2: Recall (a) and average number of rel-
evant documents (b) for growing top-n configu-
rations and a static corpus size (full Wikipedia
dump). While the recall is converging the number
of relevant documents keeps growing resulting in
a higher density of relevant information.

swer might appear multiple times, how often it is
included in the top-n. Evidently, the recall in (b)
drops quickly for a top-1 system when augment-
ing the corpus. Yet it remains fairly stable for a
top-n system, due to the fact that it is sufficient to
have the correct answer in any of the n documents.
According to (c), the correct answer is often more
than once returned by a top-n system, increasing
the chance of answer extraction.

The above findings result in a noise-information
trade-off. A top-1 system often identifies the cor-
rect answer for a small corpus, whereas a larger
corpus introduces additional noise and thus im-
pedes the overall performance. Conversely, a
top-n system accomplishes a higher density of rel-
evant information for a large corpus as the answer
is often contained multiple times. This effect is
visualized in an additional experiment shown in
Fig. 2. We keep the corpus size fixed and vary only
n, i.e. the number of retrieved documents. We see
the recall converging fast, while the average num-
ber of relevant documents keeps growing, leading
to a higher density of relevant information. As a
result, a top-n system might not be compromised
by a declining recall, since it contains the correct
answer over-proportionally often. This logic mo-
tivates us in the following to introduce an adap-
tive ni that optimizes the number of documents re-
trievals in a top-n system independently for every
query qi.

4 Adaptive Document Retrieval

This section advances deep question answering
by developing adaptive methods for document re-
trieval. Our methods differ from conventional doc-
ument retrieval in which the number of returned
documents is set to a fixed n. Conversely, we ac-
tively optimize the choice of ni for each document
retrieval i. Formally, we select ni between 1 and
a maximum ⌧ (e. g. ⌧ = 20), given documents
[d(1)i , . . . , d(⌧)i ]. These entail further scores denot-
ing the relevance, i. e. si = [s(1)i , . . . , s(⌧)i ]T with
normalization s. t.

P
j s

(j)
i = 1. The scoring func-

tion is treated as a black-box and thus can be based
on simple tf-idf similarity but also complex prob-
abilistic models.

4.1 Threshold-Based Retrieval

As a naı̈ve baseline, we propose a simple
threshold-based heuristic. That is, ni is deter-
mined such that the cumulative confidence score
reaches a fixed threshold ✓ 2 (0, 1]. Formally, the
number ni of retrieved documents is given by

ni = max
k

kX

j=1

s(j)i < ✓. (1)

In other words, the heuristic fills up documents un-
til surpassing a certain confidence threshold. For
instance, if the document retrieval is certain that
the correct answer must be located within a spe-
cific document, it automatically selects fewer doc-
uments.

4.2 Ordinal Regression

We further implement a trainable classifier in the
form of an ordinal ridge regression which is tai-
lored to ranking tasks. We further expect the cu-
mulative confidence likely to be linear. The classi-
fier then approximates ni with a prediction yi that
denotes the position of the first relevant document
containing the desired answer. As such, we learn
a function

yi = f([s(1)i , . . . , s(⌧)i ]) = dsTi �e, (2)

where d. . .e denotes the ceiling function.
The ridge coefficients are learned through a cus-

tom loss function

L = kdX�e � yk1 + � k�k2 , (3)

Choose passages until surpassing a certain confidence threshold
• if document retrieval is certain à selects fewer docs/passages
• If uncertain à retrieval depth is higher
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Figure 1: Comparison of how top-n document retrieval affects deep QA. Plot (a) shows the percentage of
exact matches with the correct answering, thereby measuring the end-to-end performance of the complete
system. Plot (b) gives the recall at top-n, i. e. the fraction of samples where at least once the correct
answer is returned. Plot (c) depicts the average number of documents that contain the ground-truth
answer. As a result, the recall lowers with increasing corpus size, yet this not necessarily compromises a
top-n system, as it often contains the correct answer more than once.

answer is extracted from the top n = 5 documents.
This choice stems from computing the dot product
between documents and a query vector; with tf-idf
weighting of hashed bi-gram counts. Wang et al.
(2018) extended this approach by implementing a
neural re-ranking of the candidate document, yet
keeping the fixed number of n selected documents
unchanged. In particular, the interplay between
both modules for document retrieval and machine
comprehension has not yet been studied. This es-
pecially pertains to the number of candidate docu-
ments, n, that should be selected during document
retrieval.

Component interactions. Extensive research
has analyzed the interplay of both document re-
trieval and machine comprehension in the con-
text of knowledge-based systems (c. f. Moldovan
et al., 2003) and even retrieval-based systems with
machine learning (c. f. Brill et al., 2002). How-
ever, these findings do not translate to machine
comprehension with deep learning. Deep neu-
ral networks consist of a complex attention mech-
anism for selecting the context-specific answer
(Hermann et al., 2015) that has not been avail-
able to traditional machine learning and, more-
over, deep learning is highly sensitive to settings
involving multiple input paragraphs, often strug-
gling with selecting the correct answer (Clark and
Gardner, 2017).

3 Noise-Information Trade-Off in

Document Retrieval

In the following, we provide empirical evidence
why a one-fits-all n can be suboptimal. For this

purpose, we run a series of experiments in order
to obtain a better understanding of the interplay
between document retrieval and machine compre-
hension modules. That is, we specifically com-
pare the recall of document retrieval to the end-to-
end performance of the complete QA system; see
Fig. 1. Our experiments study the sensitivity along
two dimensions: on the one hand, we change the
number of top-n documents that are returned dur-
ing document retrieval and, on the other hand, we
vary the corpus size.

Our experiments utilize the TREC QA dataset
as a well-established benchmark for open-domain
question answering. It contains 694 question-
answer pairs that are answered with the help of
Wikipedia. We vary the corpus between a small
case (where each question-answer pair contains
only one Wikipedia article with the correct an-
swer plus 50 % articles as noise) and the complete
Wikipedia dump containing more than five million
documents. Our experiments further draw upon
the DrQA system (Chen et al., 2017) for question
answering that currently stands as a baseline in
deep question answering. We further modified it to
return different numbers of candidate documents.

Fig. 1 (a) shows the end-to-end performance
across different top-n document retrievals as mea-
sured by the exact matches with ground truth. For
a small corpus, we clearly register a superior per-
formance for the top-1 system. However, we ob-
serve a different pattern with increasing corpus
size. Fig. 1 (b) and (c) shed light into the un-
derlying reason by reporting how frequently the
correct answer is returned and, as the correct an-
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Figure 1: Comparison of how top-n document retrieval affects deep QA. Plot (a) shows the percentage of
exact matches with the correct answering, thereby measuring the end-to-end performance of the complete
system. Plot (b) gives the recall at top-n, i. e. the fraction of samples where at least once the correct
answer is returned. Plot (c) depicts the average number of documents that contain the ground-truth
answer. As a result, the recall lowers with increasing corpus size, yet this not necessarily compromises a
top-n system, as it often contains the correct answer more than once.

answer is extracted from the top n = 5 documents.
This choice stems from computing the dot product
between documents and a query vector; with tf-idf
weighting of hashed bi-gram counts. Wang et al.
(2018) extended this approach by implementing a
neural re-ranking of the candidate document, yet
keeping the fixed number of n selected documents
unchanged. In particular, the interplay between
both modules for document retrieval and machine
comprehension has not yet been studied. This es-
pecially pertains to the number of candidate docu-
ments, n, that should be selected during document
retrieval.

Component interactions. Extensive research
has analyzed the interplay of both document re-
trieval and machine comprehension in the con-
text of knowledge-based systems (c. f. Moldovan
et al., 2003) and even retrieval-based systems with
machine learning (c. f. Brill et al., 2002). How-
ever, these findings do not translate to machine
comprehension with deep learning. Deep neu-
ral networks consist of a complex attention mech-
anism for selecting the context-specific answer
(Hermann et al., 2015) that has not been avail-
able to traditional machine learning and, more-
over, deep learning is highly sensitive to settings
involving multiple input paragraphs, often strug-
gling with selecting the correct answer (Clark and
Gardner, 2017).

3 Noise-Information Trade-Off in

Document Retrieval

In the following, we provide empirical evidence
why a one-fits-all n can be suboptimal. For this

purpose, we run a series of experiments in order
to obtain a better understanding of the interplay
between document retrieval and machine compre-
hension modules. That is, we specifically com-
pare the recall of document retrieval to the end-to-
end performance of the complete QA system; see
Fig. 1. Our experiments study the sensitivity along
two dimensions: on the one hand, we change the
number of top-n documents that are returned dur-
ing document retrieval and, on the other hand, we
vary the corpus size.

Our experiments utilize the TREC QA dataset
as a well-established benchmark for open-domain
question answering. It contains 694 question-
answer pairs that are answered with the help of
Wikipedia. We vary the corpus between a small
case (where each question-answer pair contains
only one Wikipedia article with the correct an-
swer plus 50 % articles as noise) and the complete
Wikipedia dump containing more than five million
documents. Our experiments further draw upon
the DrQA system (Chen et al., 2017) for question
answering that currently stands as a baseline in
deep question answering. We further modified it to
return different numbers of candidate documents.

Fig. 1 (a) shows the end-to-end performance
across different top-n document retrievals as mea-
sured by the exact matches with ground truth. For
a small corpus, we clearly register a superior per-
formance for the top-1 system. However, we ob-
serve a different pattern with increasing corpus
size. Fig. 1 (b) and (c) shed light into the un-
derlying reason by reporting how frequently the
correct answer is returned and, as the correct an-

Large corpus = more noise 

Retrieved doc/passage score

si =
h
s(1)i , . . . , s(⌧)i
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Slightly more involved depth prediction
• Predict the rank of the first relevant document
• With a small tolerance 
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Figure 3: End-to-end perfor-
mance of adaptive informa-
tion retrieval over static top-
n configurations and a grow-
ing corpus.

SQuAD TREC WebQuestions WikiMovies

DrQA (Chen et al., 2017)† 29.3 27.5 18.5 36.6

Threshold-based (✓ = 0.75) 29.8 28.7 19.2 38.6

Ordinal regression (b = 1) 29.7 28.1 19.4 38.0
Ordinal regression (b = 3) 29.6 29.3 19.6 38.4

R3 (Wang et al., 2018) 29.1 28.4 17.1 38.8

† : Numbers vary slightly from those reported in the original paper, as the public repository was optimized for runtime performance.

Table 1: End-to-end performance of the plain DrQA system measured in
exact matches. Performance of two threshold based and two regression
based adaptive retreival improvements as well as other state-of-the art
systems. Experiments are based on the full Wikipedia dump containing
more than 5 million documents.

SQuAD TREC WebQuestions WikiMovies

Top-50 System 27.0 23.5 15.1 24.4
Top-80 System 27.2 25.9 14.9 26.0

Threshold-based (✓ = 0.75, ⌧ = 100) 27.2 27.1 15.4 26.3
Ordinal regression (b = 3, ⌧ = 250) 27.3 27.1 16.7 26.5

Table 2: End-to-end performance measured in percentages of exact matching answers of a second QA
system that operates on paragraph-level information retrieval. We compare two configurations of the
system using the top-50 and top-80 ranked paragraphs to extract the answer against our threshold-based
approach and regression approach that selects the cutoff within the first 250 paragraphs.

uses cosine similarity to score tf-idf-weighted bag-
of-word (unigram) vectors. The reader is a modi-
fied version of the DrQA document reader with an
additional bi-directional attention layer (Seo et al.,
2017). We are testing two different configura-
tions1 of this system: one that selects the top-50
paragraphs and one that selects the top-80 para-
graphs against our approach as shown in Tab. 2.
We see that, owed to the paragraph-level infor-
mation retrieval, the number of top-n passages
gains even more importance. Both variations of
the system outperform a system without adaptive
retrieval, which confirms our findings.

6 Conclusion

Our contribution is three-fold. First, we establish
that deep question answering is subject to a noise-
information trade-off. As a consequence, the num-
ber of selected documents in deep QA should not
be treated as fixed, rather it must be carefully tai-
lored to the QA task. Second, we propose adap-
tive schemes that determine the optimal document

1Best configurations out of {30, 40, 50, 60, 70, 80,
90, and 100} on SQuAD train split.

count. This can considerably bolster the perfor-
mance of deep QA systems across multiple bench-
marks. Third, we further demonstrate how cru-
cial an adaptive document retrieval is in the con-
text of different corpus sizes. Here our adaptive
strategy presents a flexible strategy that can suc-
cessfully adapt to it and, compared to a fixed doc-
ument count, accomplishes the best performance
in terms of regret.
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§ Single retrieve and read step is limiting – vocabulary gap between question and corpus 
passages

§ How can we enable multi-stage retriever-reader interaction ?
§ Akin to Neural Query Expansion
§ Take care about efficiency concerns 

[Das et al. ICLR ‘19]
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§ Document gated reader [Wang et al. ’ 19]

§ Document gating during span prediction

§ Tracernet [Dehgani et al ’19]

§ Larger contextual models to incorporate reasoning between multiple 
passages

§ R3 [Wang et al ‘19]

§ Train reader over retrieved docs using the final answer as signal (using 
REINFORCE)

§ Shared Normalization [Clark & Gardner ’18, Wang ’19]

§ process passages independently, but compute the span probability across 
spans in all passages in every mini-batch 
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No. Model EM F1

1 Single-sentence 34.8 44.4
2 Length-50 35.5 45.2
3 Length-100 35.7 45.7
4 Length-200 34.8 44.7

5 w/o sliding-window (same as (3)) 35.7 45.7
6 w/ sliding-window 40.4 49.8

7 w/o passage ranker (same as (6)) 40.4 49.8
8 w/ passage ranker 41.3 51.7
9 w/ passage scores 42.8 53.4

10 BERT+QANet 18.3 27.8
11 BERT+QANet (fix BERT) 35.5 45.9
12 BERT+QANet (init. from (11)) 36.2 46.4

Table 1: Results on the validation set of OpenSQuAD.

Figure 1: Effect of global normalization.

3.1 Model Analysis

To answer questions from section 1, we conduct a
series of experiments on OpenSQuAD dataset, and
report the validation set results in Table 1. Multi-
passage BERT model is used for experiments.

Effect of passage granularity: Previous work
usually defines passages as articles (Chen et al.,
2017), paragraphs (Yang et al., 2019), or sentences
(Wang et al., 2018a; Lin et al., 2018). We ex-
plore the effect of passage granularity regarding
to the passage length, i.e., the number of words
in each passage. Each article is split into non-
overlapping passages based on a fixed length. We
vary passage length among {50, 100, 200}, and
list the results as models (2) (3) (4) in Table 1,
respectively. Comparing to single-sentence pas-
sages (model (1)), leveraging fixed-length pas-
sages works better, and passages with 100 words
works the best. Hereafter, we set passage length
as 100 words.

Effect of sliding window: Splitting articles into
non-overlapping passages may force some near-
boundary answer spans to lose useful contexts. To
deal with this issue, we split articles into overlap-
ping passages by sliding window. We set the win-
dow size as 100 words, and the stride as 50 words
(half the window size). Result from the sliding
window model is shown as model (6) in Table 1.
We can see that this method brings us 4.7% EM

and 4.1% F1 improvements. Hereafter, we use
sliding window method.

Effect of passage ranker: We plug the passage
ranker into the QA pipeline. First, the retriever
returns top-100 passages for each question. Then,
the passage ranker is employed to rerank these 100
passages. Finally, multi-passage BERT takes top-
30 reranked passages as input to pinpoint the final
answer. We design two models to check the ef-
fect of the passage ranker. The first model utilizes
the reranked passages but without using passage
scores, whereas the second model makes use of
both the reranked passages and their scores. Re-
sults are given in Table 1 as models (8) and (9) re-
spectively. We can find that only using reranked
passages gives us 0.9% EM and 1.0% F1 im-
provements, and leveraging passage scores gives
us 1.5% EM and 1.7% F1 improvements. There-
fore, passage ranker is useful for multi-passage
BERT model.

Effect of global normalization: We train
BERT-RC and multi-passage BERT models using
the reranked passages, then evaluate them by tak-
ing as input various number of passages. These
models are evaluated on two setups: with and
without using passage scores. F1 scores for BERT-
RC based on different number of passages are
shown as the dotted and solid green curves in
Figure 1. F1 scores for our multi-passage BERT
model with similar settings are shown as the dot-
ted and solid blue curves. We can see that all mod-
els start from the same F1, because multi-passage
BERT is equivalent to BERT-RC when using only
one passage. While increasing the number of pas-
sages, BERT-RC without using passage scores de-
creases the performance significantly, which ver-
ifies that the answer scores from BERT-RC are
incomparable across passages. This issue is al-
leviated to some extent by leveraging passage
scores. On the other hand, performance from
multi-passage BERT without using passage scores
increases at the beginning, and then flattens out
after passage number is over 10. By utilizing pas-
sage scores, multi-passage BERT gets better per-
formance while using more passages. This phe-
nomenon shows the effectiveness of global nor-
malization, which enables the model find better
answers by utilizing more passages.

Does explicit inter-sentence matching mat-

ter? Almost all previous state-of-the-art QA
and RC models find answers by matching pas-



Instead of an inverted index, use a vector index

§ ORQA [Lee et al ’19]

§ Both retriever and reader are learnable (BERT)

§ REALM [Wang et al ‘19]

§ Train reader over retrieved docs using the final answer as signal (using REINFORCE)

§ DenSPI [Seo ’19]

§ Turns the QA problem into a retrieval problem why sparse encoding of docs and dense indexing 
of phrases
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[ Choi ‘17]
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What is the capital of Australia ?

The country's other major metropolitan areas are Melbourne,
Brisbane, Perth, and Adelaide. As the seat of the government
of Australia, Canberra is home to many important institutions of
the federal government, national monuments and museums.
Canberra is also the capital of the country.
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What is the capital of Australia ?

The country's other major metropolitan areas are Melbourne,
Brisbane, Perth, and Adelaide. As the seat of the government
of Australia, Canberra is home to many important institutions of
the federal government, national monuments and museums.
Canberra is also the capital of the country.
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What is the capital of Australia ?
…. Canberra is also the capital of the country.

Canberra answer
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§ Sentence selection and answer predictions are independently trained

§ What is the training data for sentence selection ?
§ Distance supervision

§ All sentences in the document containing answer is a positive instance
§ First sentence in the document containing the answer 

§ Sentence selector is trained on distantly supervised data

§ Answer predictor is trained on the actual training data
§ Training data modified to only contain sentences selected from  the 

selection stage answer

Selector 
network

Reader
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What is the capital of Australia ?
The country's other major metropolitan areas are Melbourne, Brisbane, Perth, and Adelaide.
As the seat of the government of Australia, Canberra is home to many important institutions of the federal
government, national monuments and museums.
Canberra is also the capital of the country.
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question

Extractive 
summary

Sampling 
sentences

Learning using REINFORCE
§ Gradients cannot be computed with sampling step
§ Assume sentences as actions 
§ Goal: Learn a good policy to sample sentences

answer
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[Kratzwald & Feuerriegel, WebConf ‘19]

§ Current systems assume a static collection, static training set

§ In an online systems
§ Users continuously issue queries, provide implicit feedback

§ How can we construct a continuously learning system from explicit user feedback ?
§ How do we use the feedback to update training set ?
§ Can we reconcile noisy and sometimes erroneous feedback ?

WWW ’19, May 13–17, 2019, San Francisco, CA, USA Bernhard Kratzwald and Stefan Feuerriegel

Jerry Lee Lewis is an American singer-songwriter and pianist, 
also known by his nickname, The Killer

Which vintage rock and roll singer was known as "The Killer"?

Jerry Lee Lewis

Search

Was this response helpful? YES No, show next

Farrokh Bulsara, known professionally as Freddie Mercury, 
was a British singer, songwriter and record producer...

Which vintage rock and roll singer was known as "The Killer"?

Farrokh Bulsara

Search

Was this response helpful? YES No, show next

Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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Jerry Lee Lewis is an American singer-songwriter and pianist, 
also known by his nickname, The Killer

Which vintage rock and roll singer was known as "The Killer"?

Jerry Lee Lewis

Search
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Farrokh Bulsara, known professionally as Freddie Mercury, 
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Which vintage rock and roll singer was known as "The Killer"?

Farrokh Bulsara

Search

Was this response helpful? YES No, show next

Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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Jerry Lee Lewis is an American singer-songwriter and pianist, 
also known by his nickname, The Killer

Which vintage rock and roll singer was known as "The Killer"?

Jerry Lee Lewis

Search

Was this response helpful? YES No, show next

Farrokh Bulsara, known professionally as Freddie Mercury, 
was a British singer, songwriter and record producer...

Which vintage rock and roll singer was known as "The Killer"?

Farrokh Bulsara

Search

Was this response helpful? YES No, show next

Figure 1: Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check
is often su�cient in order to judge whether an answer makes sense in the given context.

Extending content-based QA with user feedback promises sev-
eral bene�ts. When interacting with a QA system, the correct an-
swer is unknown to a user, and yet it is fairly easy to judge whether
an answer makes sense in the given context (see Fig. 1). In addition,
shallow feedback in the form of a binary vote can be collected at
low cost. It is especially low-cost in comparison to reverting to a
human annotator in order to retrieve the correct label. Finally, the
prevalence of feedback mechanisms on the web ensures that such
user interactions have become widely intuitive.

Contributions: This work proposes QApedia: a neural question-
answering framework for encyclopedic content that continuously
improves on the basis of on-line user feedback. To the best of our
knowledge, QApedia represents the �rst content-based QA system
that improves over time. Our feedback framework advances the
status quo of static QA systems while being speci�cally tailored to
web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is

subject to considerable time variability and, hence, a QA system
must adapt to this dynamic nature. To facilitate this, we develop
an e�ective feedback mechanism so that the abilities of the QA
system can successfully continue to improve over time. Our
framework directly incorporates user feedback in an end-to-
end loop: collected feedback is fed back into the system in an
on-line fashion. As a key challenge during implementation, we
must overcome the problem of catastrophic forgetting that is
known in neural networks and thus also neural QA. For this
reason, we develop a tailored form of distant supervision with
asynchronous updates.

(2) Shallow feedback. We only require shallow user feedback in
the form of a simple up or down vote, which is nowadays com-
mon on the web. We speci�cally refrain from asking users to re-
port the exact answers, as users might not know these answers
or else be reluctant to report them; instead, it is su�cient for
our framework to receive a simple credibility check. Receiving
only limited feedback – and not necessarily the correct solution
– requires a specialized adaptation of distant supervision to our
setting.

(3) Noisy and adversarial feedback.User feedback inweb-based
settings is often noisy or even adversarial. Our framework must
therefore be designed so that, despite errors in user feedback,
it maintains its performance (or even continues to improve)
and is thus especially robust. This is achieved by incorporating
a validation procedure, based on knowledge mining, during
which the credibility of user feedback is checked.
Our �ndings demonstrate that our QApedia framework success-

fully manages to learn from on-line feedback. It not only adapts
to the feedback provided in the on-line setting, but it also main-
tains the abilities it has acquired through previous training, thus

overcoming the issue of catastrophic forgetting. Our results yield
a considerable improvement: the user feedback ensures that the
performance over time no longer remains static but, even when
evaluating the QA system with question-answer pairs from a di�er-
ent domain, the number of correct answers continues to increase
over time on the order of 10–20 percentage points. For instance,
in one dataset, fewer than 60,000 user interactions with shallow
feedback were su�cient to double the percentage of exact answers.
These performance improvements are even maintained in the case
of noisy and adversarial feedback. Furthermore, catastrophic for-
getting in a naïve QA system decreases the ratio of exact answers
by 5 percentage points, whereas our QApedia framework largely
maintains the original performance.

2 RELATEDWORK
Question Answering: Question answering can be divided into
two main paradigms, namely systems that operate in relation to
structured knowledge and those that rely upon (primarily unstruc-
tured) textual content (or both, as in [15]).

QA systems for structured knowledge [e. g., 1, 2, 14, 42, 46] derive
answers from knowledge bases, ontologies, or knowledge graphs.
Structured knowledge bases augment web search and sometimes
even serve as substitutes; see, for instance, Wikidata or Google
Knowledge Graph. Explicit structures entail the bene�t of simplify-
ing the process of answer extraction, yet they are incomplete and
limited to rigid (and often pre-de�ned) schemata and, therefore,
lack the same �exibility as running text.

QA systems for content in natural language [e. g., 9, 11, 17, 32, 43]
overcome some of the drawbacks of raw knowledge bases, as they
extract answers directly from an underlying corpus of unstructured
text documents. Hence, they �nd widespread application in mining
web-based content such as Wikipedia or other online encyclopedias
[3, 8, 11]. The content-based approach greatly contributes to over-
all �exibility, especially when such systems leverage the growing
body of knowledge in web-based content repositories. Hence, QA
systems for (web-based) content repositories constitute the focus
of this work. Yet prior systems for question answering for content
repositories have been designed as static systems: all decision rules
are determined once and are static thereafter, thus curbing any
form of continuous improvement.

Neural QuestionAnswering for Content:Content-based QA
systems commonly proceed through multiple phases [25]: they �rst
select a subset of documents (or paragraphs) that are considered
relevant and then extract the �nal answer. Answer extraction has
traditionally been based on linguistic rules or pattern matching
[13, 21, 32, 38], whereas deep neural networks [11, 18, 36, 43] have
evolved only recently as the state-of-the-art. This is later re�ected
by our implementation, in which we combine several of the recent
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§ Questions and answers in free-form text

§ Different forms, different challenges
§ Chit Chat
§ Multi-turn QA
§ Clarifications

§ Different from MRC:
§ Isolated vs contextual

§ Question lengths: shorter for conversational QA datasets (contextual)

[Reddy et al. ‘18]
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§ Multi-turn conversation, each turn is a question and an answer

§ Questions and answers in free-form text

§ Conversation is grounded in Passage
§ Concrete eval unlike chit-chat

§ 127,000 questions and answers
§ 8K conversations (avg. 15 turns)
§ 7 diverse domains

§ Children stories, literature, exams, cnn news, Wikipedia
§ Hidden domains : reddit, science

[Reddy et al. ‘18]
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The Virginia governor’s race, billed as the marquee battle of an otherwise anticlimactic 2013 election
cycle, is shaping up to be a foregone conclusion. Democrat Terry McAuliffe, the longtime political fixer and
moneyman, hasn’t trailed in a poll since May. Barring a political miracle, Republican Ken Cuccinelli will be
delivering a concession speech on Tuesday evening in Richmond. In recent ...

Q1: What are the candidates running for? 

Q2: Where?

Q3: Who is the democratic candidate? 

Q4: Who is his opponent? 

Q5: What party does he belong to? 

Q6: Which of them is winning?

A1: Governor,  R1: The Virginia governor’s race 

A2: Virginia, R2: The Virginia governor’s race 

A3: Terry McAuliffe,  R3: Democrat Terry McAuliffe 

A4: Ken Cuccinelli , R4 Republican Ken Cuccinelli 

A5: Republican, R5: Republican Ken Cuccinelli 

A6: Terry McAuliffe, R6: Democrat Terry McAuliffe, the longtime
political fixer and moneyman, hasn’t trailed in a poll since May 



[Reddy et al. ‘18]
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q1Passage q2

The Virginia governor’s … What are the
candidates
running for?

Where ?

<start>

Attention 
distribution

context

vocabulary
distribution

Vocabulary over a fixed set of words
(also words not in the sentence)
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q1Passage q2

The Virginia governor’s … What are the
candidates
running for?

Where ?

<start>

Attention 
distribution

context

vocabulary
distribution

Copying
distribution

Distributions over words only in the 
seen words

Next Word
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QuAC [Choi ’19]

• Simulating info. seeking dialog
• About a Wikipedia text

• 11k Dialogs, 98K QA Pairs

• Simple evaluation

QuLAC [Aliannejadi ‘19]

• Clarifying questions in info. 
Seeking conversations

• Open domain, IR setting
• 198 topics [TREC Web Track]

Asking Clarifying �estions in Open-Domain
Information-Seeking Conversations

Mohammad Aliannejadi
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ABSTRACT
Users often fail to formulate their complex information needs in a
single query. As a consequence, they may need to scan multiple re-
sult pages or reformulate their queries, which may be a frustrating
experience. Alternatively, systems can improve user satisfaction by
proactively asking questions of the users to clarify their informa-
tion needs. Asking clarifying questions is especially important in
conversational systems since they can only return a limited number
of (often only one) result(s).

In this paper, we formulate the task of asking clarifying questions
in open-domain information-seeking conversational systems. To
this end, we propose an o�ine evaluation methodology for the task
and collect a dataset, called Qulac, through crowdsourcing. Our
dataset is built on top of the TREC Web Track 2009-2012 data and
consists of over 10K question-answer pairs for 198 TREC topics with
762 facets. Our experiments on an oracle model demonstrate that
asking only one good question leads to over 170% retrieval perfor-
mance improvement in terms of P@1, which clearly demonstrates
the potential impact of the task. We further propose a retrieval
framework consisting of three components: question retrieval, ques-
tion selection, and document retrieval. In particular, our question
selection model takes into account the original query and previous
question-answer interactions while selecting the next question. Our
model signi�cantly outperforms competitive baselines. To foster
research in this area, we have made Qulac publicly available.

1 INTRODUCTION
While searching on the Web, users often fail to formulate their
complex information needs in a single query. As a consequence, they
may need to scan multiple result pages or reformulate their queries.
Alternatively, systems can decide to proactively ask questions to
clarify users’ intent before returning the result list [9, 33]. In other
words, a system can assess the level of con�dence in the results
and decide whether to return the results or ask questions from the
users to clarify their information need. The questions can be aimed

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior speci�c permission and/or a
fee. Request permissions from permissions@acm.org.
SIGIR ’19, July 21–25, 2019, Paris, France
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6172-9/19/07. . . $15.00
https://doi.org/10.1145/3331184.3331265

Figure 1: Example conversations with clarifying questions
from our dataset, Qulac. As we see, both users, Alice and
Robin, issue the same query (“dinosaur”), however, their ac-
tual information needs are completely di�erent. With no
prior knowledge, the system starts with the same clarify-
ing question. Depending on the user’s answers, the system
selects the next questions in order to clarify the user’s in-
formation need. The tag “No answer” shows that the asked
question is not related to the information need.

to clarify ambiguous, faceted or incomplete queries [44]. Asking
clarifying questions is especially important in conversational search
systems for two reasons: (i) conversation is the most convenient
way for natural language interactions and asking questions [22]
and (ii) a conversational system can only return a limited number
of results, thus being con�dent about the retrieval performance
becomes even more important. Asking clarifying questions is a
possible solution for improving this con�dence. Figure 1 shows an
example of such a conversation selected from our dataset. We see
that both users, Alice and Robin, issue the same query, “dinosaur.”
Assuming that the system does not have access to any prior personal
or contextual information, the conversation starts with the same
clarifying question. The rest of the conversation, however, depends
on the users’ responses. In fact, the users’ responses aid the system
to get a better understanding of the underlying information need.

A possible work�ow for an information system with clarifying
questions is shown in Figure 2. As we can see, Alice initiates a
conversation by submitting her query to the system. The system
then retrieves a list of documents and estimates its con�dence on the

Others:  CSQA (Saha et al., 2018) CQA (Talmor and Berant, 2018) SQA (Iyyer et al., 2017) 
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Abstract

We present QuAC, a dataset for Question
Answering in Context that contains 14K
information-seeking QA dialogs (100K ques-
tions in total). The dialogs involve two crowd
workers: (1) a student who poses a sequence
of freeform questions to learn as much as pos-
sible about a hidden Wikipedia text, and (2)
a teacher who answers the questions by pro-
viding short excerpts from the text. QuAC in-
troduces challenges not found in existing ma-
chine comprehension datasets: its questions
are often more open-ended, unanswerable, or
only meaningful within the dialog context, as
we show in a detailed qualitative evaluation.
We also report results for a number of ref-
erence models, including a recently state-of-
the-art reading comprehension architecture ex-
tended to model dialog context. Our best
model underperforms humans by 20 F1, sug-
gesting that there is significant room for fu-
ture work on this data. Dataset, baseline, and
leaderboard available at http://quac.ai.

1 Introduction

In information-seeking dialog, students repeat-
edly ask teachers questions to learn about a topic
of interest (Stede and Schlangen, 2004). Mod-
eling such conversations is challenging, as the
questions can be highly context-dependent, ellip-
tical, and even unanswerable. To enable learning
from rich information-seeking dialog, we present
QuAC (henceforth ), a large-scale dataset for
Question Answering in Context that contains 14K
crowdsourced QA dialogs (100K total QA pairs).1

Figure 1 shows an example dialog. The in-
teraction is student driven and centered around a
short evidence text (a section from Daffy Duck’s

1We use “dialog” to refer to a sequence of QA pairs.
F Authors contributed equally.

Section: Daffy Duck, Origin & History

STUDENT: What is the origin of Daffy Duck?

TEACHER: ,! first appeared in Porky’s Duck Hunt
STUDENT: What was he like in that episode?

TEACHER: ,! assertive, unrestrained, combative
STUDENT: Was he the star?

TEACHER: ¯,! No, barely more than an unnamed
bit player in this short

STUDENT: Who was the star?

TEACHER: 6,! No answer
STUDENT: Did he change a lot from that first

episode in future episodes?

TEACHER: ,! Yes, the only aspects of the char-
acter that have remained consistent (...) are his
voice characterization by Mel Blanc

STUDENT: How has he changed?

TEACHER: ,! Daffy was less anthropomorphic
STUDENT: In what other ways did he change?

TEACHER: ,! Daffy’s slobbery, exaggerated lisp
(...) is barely noticeable in the early cartoons.

STUDENT: Why did they add the lisp?

TEACHER: ,! One often-repeated “official” story
is that it was modeled after producer Leon
Schlesinger’s tendency to lisp.

STUDENT: Is there an “unofficial” story?

TEACHER: ,! Yes, Mel Blanc (...) contradicts
that conventional belief
. . .

Figure 1: An example dialog about a Wikipedia sec-
tion. The student, who does not see the section text,
asks questions. The teacher provides a response in the
form of a text span (or No answer ), optionally yes or
no ( Yes / No ), and encouragement about continuing a
line of questioning (should, ,! , could ¯,! , or should
not 6,! ask a follow-up question).

Wikipedia page), which only the teacher can ac-
cess. Given just the section’s heading, “Origin &
History”, the student aims to learn as much as pos-
sible about its contents by asking questions. The
teacher answers these questions with spans from
the evidence text, as in existing reading compre-
hension tasks (Rajpurkar et al., 2016). Addition-
ally, the teacher uses dialog acts to provide the stu-
dent with feedback (e.g., “ask a follow up ques-

ar
X

iv
:1

80
8.

07
03

6v
3 

 [c
s.C

L]
  2

8 
A

ug
 2

01
8



26 July 2020Question Answering over Curated and Open Web Sources        R. Saha Roy and A. Anand SIGIR 2020 Tutorial 94



95

§ Contextual representations for text go a long way

§ Using sparse training data in open-domain QA is important

§ Understanding your dataset is important 

§ Aggregation

§ Multi-step reasoning

§ Anecdotal success and failure cases extremely valuable

§ Training neural models is an art and science in itself
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§ Download your dataset of choice SQUAD, MSMarco, COQA

§ Implement simplest QA system that you can think of

§ Examine failure cases, analyse errors, get to know your datasets

§ Reimplement recent method of choice: Is it perfect? 

§ Time for your own research!

§ Leaderboarding is valuable but not always reflective of true improvements
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§ Efficiency

§ Open-domain QA at scale – recent advances but lots to discover

§ Interpretability 

§ How can you go beyond feature attributions, selections

§ Interactivity

§ Multiple interaction paradigms – training and inference settings 

§ Robustness
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§ QA over text …

§ Text corpora are noisy but have more information coverage 

and redundancy 

§ Efficiency and scalability in open-domain QA is a challenge

§ “Explainability” is important but often overlooked

§ Conversational Search is upcoming and has some crucial 

challenges
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Machine Reading Comprehension: a Literature Review 27

Fig. 12 the overview of two models in [58]

After getting the query-aware representation of the passage, a Pointer Network(Ptr-
Net) is employed to generate answers by selecting tokens from the input passage. At
each inference step, Ptr-Net uses soft-attention mechanism to get a probability dis-
tribution of the input sequence, and selects the token with the largest possibility as
the output symbol. Moreover, two di�erent strategies are proposed for constructing
the answer.

The sequence model assumes that every word in the answer can appear in any
position in the passage, and the length of the answer is not fixed. In order to tell
the model to stop generating tokens after getting the whole answer, a special symbol
is placed at the end of the passage, the prediction of this symbol indicates the
termination of the answer generating.

The boundary model works di�erently from the Sequence Model in that it only
predicts the start indice as and the end indice ae, in other word, it’s based on the
assumption that the answer appears as a continuous segment of the passage. The
test result shows an advantage of the boundary model over the other one.

Bi-Directional Attention Flow Proposed by [44], the Bi-Directional Attention Flow
has two key features at the context encoding stage. First, this model takes di�erent
levels of granularity as input, including character-level, word-level and contextualized
embeddings. Second, it uses bi-directional attention flow, namely a passage-to-query
attention and a query-to-passage attention, to get a query-aware passage represen-
tation. The detailed description is given as follows.

As is shown in Fig.13, the BiDAF model has six layers. The Character Embed-
ding layer and the Word Embedding Layer map each each word into the vector
space based respectively on character-level CNNs [23] and the pre-trained GloVe
embedding [34]. The concatenation of these two word embeddings is passed to a
two layer Highway Networks [49], the output of which is provided to a bi-directional
LSTM in the Contextual Embedding Layer to refine the word embedding using

• Originally proposed for entailment

• Get a query representation - q 
• Get a passage representation – p conditioned 

by a query representation (soft-attention)

• Pointer Net: Select tokens from p
• EOS is an explicit marker
• Ptr Net gets the p(.) over the input sequence

• Boundary model – predicts begin and end of 
the answer seq. (assumes answer to be 
continuous)
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Fig. 13 Overview of BiDAF architecture given in [44].

the context information. These first three layers are applied to both the query and
the passage.

The Attention Flow Layer is where the information from the query and the
passage mixed and interacted. Instead of summarizing the passage and the query into
a fixed vector like most attention mechanisms do, this layer grants raw information
including attention vectors and the embeddings from previous layers flowing to the
subsequent layer, which reduces the information loss. The attentions are computed
in two directions—from passage to query and from query to passage. The detailed
information of the Attention Flow Layer will be given in Sect.3.3.

The Modeling Layer takes in the query-aware representation of context words
and used two bi-directional LSTM to capture the interactions among the passage
words according to the query. The last Output Layer is task-specific, which gives
the prediction of the answer.

Gated Attention Gated-Attention Reader [13] targets at realizing multi-hop reason-
ing in answering cloze-style questions over documents. A multiplicative interaction
between the query and the hidden state of the document is employed in its atten-
tion mechanism. The multi-hop architecture of the model imitates the multi-step
reasoning of human in reading comprehension.

The overview of the model is given in Fig.14. The model reads the document
and the query iteratively in a row of K layers. In kth layer, first, the model uses
bidirectional Gated Recurrent Unit(Bi-GRU) [5] to transform the X

(k≠1), embed-
dings of document passed from the last layer, to get D

(k). Then a layer-specific query
representation is transformed by another Bi-GRU to get Q

(k).

D
(k) =

Ωæ
GRU

(k)

D

!
X

(k≠1)"

Q
(k) =

Ωæ
GRU

(k)

Q (Y )
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Fig. 14 Gated Attention architecture given in [13].

Then both D
(k) and Q

(k) are fed to a Gated Attention module, the result of which,
X

(k), will be passed to the next layer.
For each token di in D

(k), the Gated Attention module uses soft attention to get
a token specified representation of query: q̃i. Finally we get the new embeddings of
this token, xi, by applying a element-wise multiplication for q̃i and di.

–i = softmax
!
Q

€
di

"

q̃i = Q–i

xi = di § q̃i

At the last stage, the decoder employs a softmax layer to the inner-product
between outputs of last layer to get the possibility distribution of the predict answers.

DCN Dynamic Coattention Networks(DCN) [70] introduces coattention mechanism
to combine co-dependent representations of query and the document, and dynamic
iteration to avoid been trapped in local maxima corresponding to incorrect answers
like previous single-pass models. The Dynamic pointer decoder takes in the output
of coattention encoder and generates the final predictions. Detailed procedures is
given as follows.

Let
1

x
Q
1 , x

Q
2 , . . . , x

Q
n

2
denote the sequence of embeddings of words in query and

!
x

D
1 , x

D
2 , . . . , x

D
m

"
for those in document. The the details of DCN are as follows.

In the Document and Question encoder, the vector representations of the docu-
ment and the query are fed into LSTM respectively, and the hidden states at each
step are combined to form the encoding matrix D = [d1 . . . dmd?] œ R¸◊(m+1) and
Q

Õ = [q1 . . . qnq?] œ R¸◊(n+1). Sentinel vector d? and q? [30] is appended to the
encoding matrix to enable the model to map some unrelated words that exclusively
appear in either the query or the document to this void vector. To allow for some
variation between the document encoding space and the query encoding space, a
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Fig. 17 Overview of FastQA architecture from [60].

passage. Later a self-matching layer is used to fine-tune and get the final represen-
tation of the passage. The output layer is based on pointer networks similar to that
in match-LSTM to predict the boundary of the answer. The initial hidden vectors
of the pointer network are computed by an attention-pooling over the final passage
representations.

The gated attention-based recurrent network adds another gate to normal attention-
based recurrent networks. This gate gives the weight of certain passage information
according to the question. Inspired by [43], the sentence-pair representations are
obtained

)
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original representations of the passage and the question.
To exploit information from the whole passage for each token, a self-matching

attention is applied to get the final representation of the passage h
P . The details of

self-matching attention is given in Sec.3.3.
The Output Layer uses pointer networks [54] to predict the start and end position

of the answer. The initial hidden vector for the pointer network is an attention-
pooling over the question representation h

P . The objective function is the sum of
the negative log probabilities of the ground truth start and end position by the
predicted distributions.

ReasoNet Unlike previous models which have fixed number of turns during reading
or reasoning regardless of the complexity of queries and passages, the ReasoNet
[47] makes use of reinforcement learning to dynamically determine the reading and
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Fig. 18 Overview of the R-net architecture from paper [59]

reasoning depth. The intuition of this work comes from that the di�culty of di�erent
questions can vary a lot in the same dataset [4], and the fact that human usually
revisit important part of passage and question to answer the question better. An
overview of ReasoNet structure is given in Fig.19.

The external Memory M is usually the word embeddings encoded by a Bi-RNN.
The Internal State s is updated according to st+1 = RNN (st, xt; ◊s), where xt is
the Attention vector : xt = fatt (st, M ; ◊x). The Termination Gate determines
when to stop updating states above and predict the answers according to the binary
variable tt: tt ≥ p(·|ftg (st; ◊tg))). In this way, the ReasoNet can mimic the inference
process of human, exploit the passages and answer the questions better.

QAnet Most of the models above are primarily based on RNNs with attention,
therefore are often slow for both training and inference due to the sequential nature
of RNNs. To make machine comprehension fast, the QAnet [73] are proposed without
RNNs in its architecture. An overview of QAnet structure is given in Fig.20.

The key di�erence between QAnet and the previous models is that, QAnet
only use convolutional and self-attention mechanism in its embedding and modeling
encoders, discarding the commonly used RNNs. The depthwise separable convolu-
tions [6] [22] can capture the local structure of the text, and the multi-head (self-
)attention mechanism [52] will model global interactions within the whole passages.
A query-to-context attention similar to that in DCN [70] is applied afterwards.

The QAnet achieved state-of-the-art accuracy while achieving up to 13x speedup
in training and 9x per training iteration, compared to the RNN counterparts [73].
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Fig. 19 Overview of ReasoNet structure from [47].

3.3 Attention

The Attention mechanisms have shown great power in selecting important infor-
mation, aligning and capturing similarity between di�erent part of input. Next we
will introduce several representative attention mechanism primarily based on time
order.

Hard Attention was proposed in image caption task in [71] as the ”stochastic hard
attention”. Let a = {a1, . . . , aL} , ai œ RD denote the feature vectors captured by
CNN, each corresponding to a part of the image. When deciding which one of all
features is to feed to the decoder LSTM to generate caption, a one-hot variable st,i is
defined. The indicator st,i is set to 1 if the i-th vector of a is the one used to extract
visual features at current step t. If we denote the input of decoder LSTM as ẑt:

ẑt =
ÿ

i

st,iai

The paper assigns a multinoulli distribution parametrized by Îút,i and view ẑt as a
random variable:

p (st,i = 1|sj<t, a) = –t,i

eti = fatt (ai, ht≠1)
–ti = exp(eti)qL

k=1
exp(etk)
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Fig. 20 Overview of the QANet architecture (left) which has several Encoder Blocks. All En-
coder Blocks are the same except that the number of convolutional layers for each block(right)
varies. From [73].

where fatt is a multilayer perceptron. After defining the objective function Ls as
below:

Ls =
ÿ

s

p(s|a) log p(y|s, a)

Æ log
ÿ

s

p(s|a)p(y|s, a)

= log p(y|a)

and approximate its gradient by a Monte Carlo method, the final learning rule for
the model is then:

ˆLs

ˆW
¥ 1

N

Nÿ

n=1

5
ˆ log p(y|s̃n

, a)
ˆW

+ ⁄r(log p(y|s̃n
, a) ≠ b)ˆ log p (s̃n|a)

ˆW
+ ⁄e

ˆH [s̃n]
ˆW

]

where the ⁄r and ⁄e are two hyperparameters set by crossvalidation.
Although hard attention is tricky and troublesome in training, once trained well,

it can perform better than soft attention for the sharp focus on memory provided
( [45] [71] [46]).


